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1 Introduction

The atmospheric boundary layer (ABL) is an inherently complex and heterogeneous system, which is under permanent transition, enforced by a variety of internal and external factors. Some of its fascinating signatures are revealed on satellite images, due to intricate cloud patterns, organized in a coherent fashion (Figure 1).

An understanding of the ABL, its structure and dynamics, is essential for weather prediction and environmental studies. During the last four decades, the fundamental knowledge of boundary layer turbulence has been achieved as a result of extensive experimental effort [e.g., Augstein et al. (1973), Holland and Rasmusson (1973), Brost and Wyngaard (1984 a,b), Brümmer et al. (1985),

In large-eddy simulations most of the turbulence (i.e., large eddies) is directly resolved from the Navier-Stokes equations, and only the small-scale (subgrid) turbulence is modeled (e.g., Lilly, 1967, Nieuwstadt 1990; Mason 1994). Note that we differentiate between two commonly used terms: "modeling" and "simulating". "Modeling" is understood here as approximating, while "simulating" is considered as more realistic and reliable representation of nature, faithful to the essential physics of the flow.

Figure 1. Rolls and cells marked by cumuli clouds during an outbreak of cooler air over a warmer ocean (NASA).

The LES technique was developed by Deardorff (1970, 1972; 1973; 1974 a, b). The early LES focused on the cloud-free, convective boundary layers [e.g., Schemm and Lipps (1976), Moeng (1984, 1986), Schmidt and Schumann (1989), Mason (1989)]. Effects of shear were considered later by e.g., Mason (1992a),

Large-eddy simulations of the ABL with cumulus clouds have also been performed. The pioneering study was done by Sommeria (1976). It was continued by Cuijpers and Duynkerke (1993), Siebesma et al. (2002), and Brown et al (2002).

Thereafter, there were also attempts to employ the LES to simulate the stably stratified flows in the ABL. The effort obtained much less attention due to the difficulties in resolving small-scale turbulence. The pioneering simulation of the stably stratified boundary layer was performed by Mason and Derbyshire (1990). The simulation was later repeated with various subgrid models by Brown et al. (1994), Andren (1996), Kosovic and Curry (1999), Cedeval and Street (1999), Saiki et al (1999), Beare et al. (2004), Beare and MacVean (2004).

Other ABL simulations included diurnal transitions. The first LES study of the decaying atmospheric convective mixed layer was performed by Nieuwstadt and Brost (1986). The authors analyzed a case of the shearless, clear mixed layer, in which turbulence decayed as a result of a sudden shut-off of the upward surface heat flux. The study of Nieuwstadt and Brost was followed by Sorbjan (1997) who considered a gradual change of the heat flux with time, in response to the decreasing sun’s elevation. Acevedo and Fitzjarrald (1999, 2001) undertook a LES study in order to understand the effects of moistening close to the earth's surface during the early evening transition.

A few LES studies were conducted on advective transitions. Chlond and Müller (1997) considered horizontal roll vortices in the ABL by using a "very large eddy" approach applied to a LES-type model with periodic boundary conditions. Within their Lagrangian approach, a LES model "traveled" with the geostrophic wind speed along the wind direction. Another approach was applied by Mayor et al. (2002) who performed a LES study of a cold-air outbreak over Lake Michigan. Schröter and Raasch (2002) performed a high-resolution study of cell broadening during cold air outbreaks.
Diffusion in the clear-sky convective boundary layer was significantly advanced by the numerical simulations and laboratory experiments of Willis and Deardorff (1976, 1978, 1981). Their investigations demonstrated that for elevated sources, the average plume centerline, defined as the mean maximum concentration, descended within a short distance from the source, until it reached the ground. In contrast, the average centerline from near surface releases ascended after a short downwind distance. LES of diffusion in the stratocumulus-topped ABL was performed by Sorbjan and Uliasz (1999).

The purpose of this Chapter is to review the theoretical basis of large-eddy simulations, and to present the most typical results. The discussed topics are addressed to air-pollution engineers, who intend to improve their understanding of complex processes controlling diffusion within the atmospheric boundary layer. The Chapter is organized as follows. The LES approach is described in Section 2. A short overview of the governing equations is presented in Section 2.1, followed by brief information on filtering, subgrid modeling, and numerical integration in Sections 2.2 and 2.3. Large-eddy simulations of typical boundary layers regimes are presented in Section 3. The considered cases include the convective, neutral, stable, and cloudy conditions.

2 Theoretical Background

2.1 Basic Equations

The most general set of equations which governs the motion of a compressible, viscous fluid consists of:

- the momentum equations:
  \[
  \frac{du_i}{dt} = -\frac{1}{\rho} \frac{\partial p}{\partial x_i} - 2\epsilon_{ijk} \Omega j u_k - g \delta_{i3} - \frac{\partial \sigma_{ij}}{\partial x_j} \tag{1}
  \]

- the continuity equation:
  \[
  \frac{dp}{dt} = -\rho \frac{\partial u_j}{\partial x_j} \tag{2}
  \]

- the first law of thermodynamics:
  \[
  C_p \frac{dT}{dt} - \frac{1}{\rho} \frac{dp}{dt} = S \tag{3}
  \]

- and the ideal gas law:
  \[
  p = \rho R_d T \tag{4}
  \]

where \(i, j, k = 1, 2, 3\) (note that repeated indices indicate summation), \(p, \rho,\) and \(T\) are the static pressure, air density, and the absolute temperature respectively, \(u_j\) is the \(j\)-component of the velocity, \(R_d\) is the gas constant, \(C_p\) is the specific heat at constant pressure, \(g\) is the gravity acceleration. Moreover, \(d/dt = \partial/\partial t + u_j \partial/\partial x_j\) is the total derivative, \(\sigma_{ij}\) is the anisotropic part of the viscous stress tensor, \(\sigma_{ij} = 2\nu\)
\[ S_{ij} + \beta S_{kk} \delta_{ij}, \] where \( \nu \) is the molecular viscosity, \( \delta_{ij} \) is the Kronecker delta, \( S_{ij} = \frac{1}{2} (\partial u_i / \partial x_j + \partial u_j / \partial x_i) \) is the rate of strain. Since \( \sigma_{kk} = 0 \), the coefficient \( \beta \) has to be defined as \( \beta = -2/3 \nu \). \( S \) is the heating/cooling flux, involving radiation, phase changes, and diffusion. The diffusion part of \( S \) has the form \( \partial F_i / \partial x_i \), where the molecular heat flux is described as \( F_i = -D \partial T / \partial x_i \), and \( D \) is the molecular diffusivity. The term \( 2 \epsilon_{ijk} \Omega_j u_k \) is the Coriolis acceleration, \( \Omega_j \) is the \( j \)-component of the earth’s angular velocity, \( \epsilon_{ijk} \) is the component of the unit tensor, equal to 1 for even permutations of the indices \( (i, j, k) \), -1 for odd permutations, and 0 otherwise. Note that in the coordinate system, in which the x-axis is pointing east, the y-axis is pointing north, and the z-axis is pointing vertically, the components of the earth’s angular velocity \( \Omega \) are defined as \( \Omega_1 = 0, \Omega_2 = \Omega \cos \phi, \Omega_3 = \Omega \sin \phi \), where \( \phi \) is the latitude.

The above equations have been developed from the 17th to the 19th centuries by a number of scholars. Among them was: Isaac Newton (1687), who discovered the laws of dynamics, Robert Boyle (1662), Jacques Charles (1787), Joseph Gay-Lussac (1802), Amerigo Avogadro (1813), who contrived the ideal gas equation, Leonhard Euler (1755), who invented the non-viscous flow equations and the continuity equation, Claude-Louis Navier (1827) and Georg Stokes (1845), who developed the viscous flow equations, and Rudolf Clausius (1851), who formulated the first law of thermodynamics.

The set (1)-(4) is often simplified due to the fact that the atmospheric boundary layer is relatively shallow with respect to the depth of the entire atmosphere. Consequently, the density variation with height can be neglected. Following the usual practice in this case, we will consider the atmosphere to be in a state slightly removed from an adiabatic atmosphere at rest. We consider an expansion of the governing parameters into basic state values (denoted by the index "o") and perturbations (denoted by the index ":"):

\[
\begin{align*}
    p &= p_o + p'' \\
    T &= T_o + T'' \\
    \rho &= \rho_o + \rho'' \\
    u_j &= u_{jo} + u''_j \quad (i = 1, 2, 3)
\end{align*}
\] (5)

where:

the basic state pressure: \( p_o = \rho_o R_d T_o \)

the basic state temperature: \( dT_o / dz = -\Gamma_a = -10 \text{ K/km} \)
the basic state density:

\[ \frac{1}{\rho_o} \frac{\partial p_o}{\partial x_i} = -2 \varepsilon_{ijk} \Omega_j G_k \quad (i = 1, 2) \]

\[ \frac{1}{\rho_o} \frac{\partial p_o}{\partial x_3} = -g \]

the basic velocity:

\[ u_{jo} = 0 \]

and \( G_k \) are the components of the geostrophic wind. The geostrophic wind is allowed to be a function of height (baroclinicity): \( G_k = G_{ko} + T_k z \), where \( T_k \) is the thermal wind, and \( G_{ko} = G_k (z = 0) \).

For the gas law (4) we will obtain:

\[ p'' = p - p_o = R_d (\rho T - \rho_o T_o) = R_d (\rho_o T'' + p'' T_o + \rho'' T'') \]

(7)

Note that (7) can be rewritten as:

\[ p''/p_o = T''/T_o + \rho''/\rho_o + \rho'' T_o''/(\rho_o T_o) \]

(8)

which can be simplified as:

\[ p''/p_o = T''/T_o + \rho''/\rho_o \]

(9)

Note that the order of \( p'' \) in (9) can be evaluated as \( \rho_o u_j''^2 \) (which is equivalent of assuming in the momentum equation that the flow is caused by a pressure gradient: \( \partial u_j'' / \partial x_j = 1/\rho_o \partial p'' / \partial x_j \)). Consequently:

\[ p''/p_o \sim O (u_j''^2/R_d T_o) \sim O (\gamma M^2) \]

(10)

where \( M = u_j''/c_s \) is the Mach number, \( c_s = (\gamma R_d T_o)^{0.5} \) is the adiabatic speed of sound in ideal gas, \( \gamma = C_p/C_v \) is equal to 1.4 for dry air, and \( C_p, C_v \) are the specific heat coefficients at constant pressure and volume. Assuming that \( M << 1 \), we can neglect the effects of motion-induced pressure changes in (9), which yields:

\[ T''/T_o + \rho''/\rho_o = 0 \]

(11)

From the definition of the potential temperature \( \Theta = T (1000/p)^{R_d/C_p} \), it follows that

\[ \frac{d\Theta}{\Theta} = \frac{dT}{T} - \frac{R_d}{C_p} \frac{dp}{p} \]

(12)

and also
Using (11) and (13), we arrive at:

\[
\frac{\Theta''}{\Theta_o} = -\frac{\rho''}{\rho_o}
\]

(14)

Based on (12) Equation (3) can be written in terms of the potential temperature

\[
\frac{T}{\Theta} \frac{d\Theta}{dt} = S
\]

(15)

Near the earth’s surface \((T/\Theta \sim 1)\), so

\[
\frac{d\Theta}{dt} = S
\]

(16)

From Equations (2) and (3), we will get in the adiabatic case \((S = 0)\):

\[
\frac{\partial u_j}{\partial x_j} = \frac{1}{\rho} \frac{d\rho}{dt} = \frac{1}{p} \frac{dp}{dt} - \frac{1}{T} \frac{dT}{dt} = \frac{C_v}{C_p} \frac{d\ln p}{dt}
\]

(17)

Based on (6):

\[
\frac{\partial \ln p}{\partial t} \sim u_o'' \frac{\partial \ln p}{\partial x} \sim \frac{u_o''}{\rho R_o T_o} \frac{\rho u_o''}{L_o} \sim \frac{u_o''}{R_o T_o L_o}
\]

\[
\frac{\partial \ln p}{\partial x_3} \sim \frac{g}{R_o T_o} = \frac{1}{H}
\]

(18)

where \(H = R_o T_o/g \sim 10\) km, is the height of the isothermal atmosphere, \(L_o\) is the horizontal length scale, \(u_o''\) is the scale of the horizontal velocity perturbations.

Based on (17) – (18) we will obtain
\[ \frac{\partial u_j}{\partial x_j} \sim \frac{u_o}{c_s L_o} + \frac{C_v w_o''}{C_p H} \]  

(19)

where \( w_o'' \) is the scale of the vertical velocity perturbations. Assuming that all terms of the velocity divergence have a similar magnitude: \( u_o''/L_o \sim w_o''/D \), where \( D \) is the scale of convective motion, and \( u_o''^2/c_s^2 << 1 \), \( D/H << 1 \), yields:

\[ \frac{\partial u_j}{\partial x_j} = \frac{u_o}{L_o} \left[ \frac{u_o^2}{c_s^2} + \frac{C_v D}{C_p H} \right] \sim 0 \]

(20)

The result is called the "incompressible approximation".

In the momentum equations, the pressure and gravity terms can be expressed as:

\[- \frac{1}{\rho} \frac{\partial p}{\partial x_i} - g \delta_{ij} = - \frac{1}{\rho_o + \rho''} \frac{\partial (p_o + p'')}{\partial x_i} - g \delta_{ij} \]

(21)

Since

\[
\frac{1}{\rho_o + \rho''} = \frac{1}{\rho_o} \frac{1}{1 + \frac{\rho''}{\rho_o}} = \frac{1}{\rho_o} \left[ 1 - \frac{\rho''}{\rho_o} + \ldots \right] = \frac{1}{\rho_o} \frac{1 - \rho''}{\rho_o} \]

(22)

then, based on (6) we have

\[
\frac{1}{\rho} \frac{\partial p}{\partial x_i} = -2 \bar{c}_{ijk} \Omega_j G_k + \frac{1}{\rho} \frac{\partial p''}{\partial x_i} \quad \text{(for } i = 1, 2) \]

(23)

\[
\frac{1}{\rho} \frac{\partial p}{\partial x_3} \cdot g =
\]

(24)

\[
= \frac{1}{\rho_o} \left( 1 - \frac{\rho''}{\rho_o} \right) \left[ \frac{\partial p_o}{\partial x_3} + \frac{\partial p''}{\partial x_3} \right] - g = \frac{1}{\rho_o} \frac{\partial p''}{\partial x_3} - \frac{\rho''}{\rho_o} \frac{\partial p_o}{\partial x_3} =
\]

\[
= \frac{1}{\rho_o} \frac{\partial p''}{\partial x_3} \left[ \frac{\Theta - \Theta_o}{\Theta_o} \right] g
\]

where \( \Theta_o \) is the reference temperature. The result is called the "Boussinesq approximation". It neglects density variations in fluid except when they are coupled with the gravity acceleration.
Applying all of the above-described simplification, we will rewrite (1)-(4) in the following form:

\[
\frac{du_i}{dt} = -\frac{1}{\rho_o} \frac{\partial p^n}{\partial x_i} - 2 \varepsilon_{ijk} \Omega_j (u_k - G_k) + \frac{g}{\Theta_o} (\Theta - \Theta_o) \delta_{ij} \frac{\partial \sigma_{ij}}{\partial x_j}
\]

\[
\frac{\partial u_j}{\partial x_j} = 0
\]

\[
\frac{d\Theta}{dt} = S
\]

The above system constitutes five equations with five unknowns: \(u_1, u_2, u_3, \Theta\) and \(p^n\). The system can only be solved numerically (e.g., by a finite difference method). The resulting approach is called the “direct numerical simulation” (DNS). Its applications are limited to relatively small domain problems, as will be explained below.

2.2 Filtering

Basic flows in the atmospheric boundary layer take on the form of large eddies. Their size is proportional to the flow geometry, and characterized by scale \(L\) (e.g., the height of the ABL). Large eddies fall apart into smaller and smaller ones, due to flow instabilities. This cascade continues until the smallest flow scales are reached. There, the motion is damped out by viscosity and dissipated into heat.

The smallest scale of motion is described by “the Kolmogorov microscale” \(\eta\). The dimensional analysis predicts that \(\eta = \nu^{3/4} / \varepsilon^{1/4}\), where \(\varepsilon\) is the dissipation rate, and \(\nu\) the kinematic viscosity. For \(\nu = 10^{-5}\) m\(^2\)/s, \(\varepsilon = 10^{-3}\) m\(^2\)/s\(^3\), we obtain that \(\eta = 10^{-3}\) m = 1 mm. The ratio of both scales \(\eta\) and \(L\) is \(L/\eta = Re^{3/4}\), where \(Re = UL/\nu\) is the Reynolds number, and \(U\) is a characteristic velocity scale.

The number of grid points needed to numerically resolve all turbulent motions in 3-dimensional space should be at least

\[
N \sim (L/\eta)^3 = Re^{9/4}
\]

For \(U = 10\) m/s, \(L = 1000\) m, \(\nu = 10^{-5}\) m\(^2\)/s, \(Re = 10^9\). Consequently, the required number of grid points in the atmospheric boundary layer is \(N \sim 10^{26}\). This number is beyond the capacity of modern computers. Thus, DNS is restricted to flows that are characterized by more modest Reynolds numbers, of the order of \(10^2-10^5\) (which is not very useful in solving the ABL problems).
To resolve this numerical resolution difficulty, the approach called “large-eddy simulation” (LES) was invented. The philosophy behind this technique is that the largest eddies define the flow, and are primarily responsible for all transport processes, such as the exchange of momentum, heat, or contaminants. Large eddies contain most of the energy, do most of the transporting of conserved properties, and vary from flow to flow. The smaller eddies are believed to be more universal (self-similar), less dependent on boundary conditions, and consequently easier to model. Therefore, LES is designed to directly resolve (simulate) the larger scales of motion, while approximating (modeling) the smaller ones.

It is important to precisely define the quantities to be computed by LES. This is done by filtering or removing of smallest-scale components from the governing equations (Leonard, 1974). The filtered velocity is defined by:

\[
\bar{u}_i(x) = \int_{-\infty}^{\infty} G(x, X) u_i(X) dX
\]

(27)

where one-dimensional notation is used for convenience (the generalization to three dimensions is straightforward), \(G(x, X)\) is the filter kernel with a compact support (i.e., \(G\) is large only when \(x\) and \(X\) are not far apart).

Filter functions, which have been applied in LES, include "box", Gaussian, and "cut-off" kernels. The box kernels imply simply an average over a rectangular region. It is a natural choice when finite difference, or finite volume methods are used to solve the filtered equations:

\[
\bar{u}_i(x) = \frac{1}{2\Delta} \int_{x-\Delta}^{x+\Delta} u_i(X) dX
\]

(28)

Two versions of this filter have been used. In the moving box filter, the average is taken over a region of space surrounding any chosen point. According to this definition, \(\bar{u}_i\) is a continuous function of \(x\). A filter, which is an average over a grid volume of a finite difference or finite volume mesh, is tied more closely to the numerical method. According to this definition, \(\bar{u}_i\) is a piecewise constant function of \(x\).

Gaussian kernels have the advantage of being smooth and infinitely differentiable in both physical and Fourier space. Cut-off kernels are defined in Fourier space. They eliminate all of the Fourier coefficients, which belong to wave numbers above a particular cutoff. It is natural to use them in conjunction with spectral methods.
When the Navier-Stokes equations are filtered, the following set of equations is obtained:

\[
\frac{\partial \overline{u}_i}{\partial t} + \frac{\partial \overline{u}_i \overline{u}_j}{\partial x_j} = -\frac{1}{\rho_o} \frac{\partial \overline{p}^n}{\partial x_i} - 2 \varepsilon_{ijk} \Omega_j (\overline{u}_k - G_k) + \frac{g}{\Theta_o} (\overline{\Theta} - \Theta_o) \delta_{i3} - \frac{\partial \overline{\sigma}_{ij}}{\partial x_j}
\]

\[
\frac{\partial \overline{u}_j}{\partial x_j} = 0
\]

(29)

\[
\frac{\partial \overline{\Theta}}{\partial t} + \frac{\partial \overline{u}_j \overline{\Theta}}{\partial x_j} = \overline{S}
\]

Assuming that:

\[
\tau_{ij} = \overline{u}_i \overline{u}_j - \overline{u}_i \overline{u}_j
\]

(30)

\[
H_j = \overline{u}_j \overline{\Theta} - \overline{u}_j \overline{\Theta}
\]

we will obtain:

\[
\frac{\partial \overline{u}_i}{\partial t} + \frac{\partial \overline{u}_i \overline{u}_j}{\partial x_j} = -\frac{1}{\rho_o} \frac{\partial \overline{p}^n}{\partial x_i} - 2 \varepsilon_{ijk} \Omega_j (\overline{u}_k - G_k) + \frac{g}{\Theta_o} (\overline{\Theta} - \Theta_o) \delta_{i3} - \frac{\partial \tau_{ij}}{\partial x_j}
\]

\[
\frac{\partial \overline{u}_j}{\partial x_j} = 0
\]

(31)

\[
\frac{\partial \overline{\Theta}}{\partial t} + \frac{\partial \overline{u}_j \overline{\Theta}}{\partial x_j} = -\frac{\partial H_j}{\partial x_j} + \overline{S}
\]

Above, it was also assumed that the turbulent terms exceeded the molecular ones:

\[
\partial \tau_{ij} / \partial x_i \gg \partial \overline{\sigma}_{ij} / \partial x_i , \quad \text{and} \quad \partial H_j / \partial x_i \gg \partial \overline{\sigma}_i / \partial x_i .
\]

Note that the same form of equations as (31) would be obtained if the ensemble averaging were employed, instead of the filtering. One important difference between filtering and ensemble averaging is that the ensemble-averaging operator applied twice yields the originally averaged field, \( \overline{\overline{u}} = \overline{u}_i \). Generally, this expression is not true for filtering operators. The exception is the cutoff filter, for which such equality does hold.
Employing the ensemble averaging, and then decomposing fields into averaged values and fluctuations, e.g., \( u_i = \bar{u}_i + u_i' \) and \( \Theta = \bar{\Theta} + \theta' \), yields:

\[
\tau_{ij} = \bar{u}_i \bar{u}_j - \bar{u}_i' \bar{u}_j' = \frac{(\bar{u}_j + u_j')(\bar{u}_j + u_j') - (\bar{u}_i + u_i')(\bar{u}_i + u_i')}{3} = u_i' u_j'
\]

\[
H_i = u_i \bar{\Theta} - \bar{u}_i \bar{\Theta} = \frac{(\bar{u}_i + u_i')(\bar{\Theta} + \theta') - (\bar{u}_i + u_i')(\bar{\Theta} + \theta')}{3} = u_i' \theta'
\]

In the context of the large eddy simulation, \( \tau_{ij} \) is called the “subgrid scale Reynolds stress”, and \( H_j \) is called the “subgrid scale heat flux”. Note that \( \tau_{ij} \) and \( H_j \) are undefined, and need to be modeled. Subgrid scale (SGS) modeling is the most distinctive feature of the large eddy simulation, and is the subject of the next section.

### 2.3 Subgrid-Scale Modeling

The term “subgrid” refers to the filters closely connected to a grid, which is used to discretize the basic flow equations. This approach was used in the earliest large eddy simulations. Generally, the connection between the utilized filter and grid is not needed (i.e., the nomenclature is more restrictive than necessary).

As mentioned before, the smallest scale motions are involved in the viscous dissipation of kinetic energy. In a large-eddy simulation this role must be taken over by the subgrid scales. The parameterization of the subgrid terms must comply with this requirement. The simplest choice for such parameterization is (note the similarity to the molecular fluxes):

\[
\tau_{ij} = -2k_m \left( \overline{S}_{ij} - \frac{1}{3} \overline{S}_{kk} \delta_{ij} \right) + \frac{2}{3} E \delta_{ij}
\]

\[
H_j = -k_h \frac{\partial \bar{\Theta}}{\partial x_j}
\]

where \( k_m \) and \( k_h \) are the eddy viscosity and diffusivity, \( E = \frac{1}{2} u_k u_k \) is the subgrid turbulent kinetic energy, \( \overline{S}_{ij} \) is the averaged rate of strain, \( \overline{S}_{ij} = \frac{1}{2} \left( \frac{\partial \bar{u}_i}{\partial x_j} + \frac{\partial \bar{u}_j}{\partial x_i} \right) \). Equation (33a) is valid in both incompressible \( (\overline{S}_{kk} = 0) \) and compressible cases.
The system (31) is usually rewritten in the form:

\[
\frac{\partial \bar{u}_i}{\partial t} + \frac{\partial \bar{u}_i \bar{u}_j}{\partial x_j} = -\frac{\partial \pi}{\partial x_i} - 2 \varepsilon_{ijk} \Omega_j (\bar{u}_k - G_k) + \frac{g}{\Theta_o} (\frac{\Theta}{\Theta_o} - 1) \delta_{i3} - \frac{\partial T_{ij}}{\partial x_j}
\]

\[
\frac{\partial \bar{u}_j}{\partial x_j} = 0
\]

(34)

where

\[
\pi = \frac{p^*}{\rho_o} + \frac{2}{3} E
\]

\[
T_{ij} = -2k_m (\bar{S}_{ij} - \frac{1}{3} \bar{S}_{kk} \delta_{ij})
\]

(35)

\[
H_j = -k_h \frac{\partial \bar{\Theta}}{\partial x_j}
\]

Note that the turbulent kinetic energy \( E \) is included in the pressure term \( \pi \).

In the above system, the coefficients \( k_m \) and \( k_h \) remain undefined. In order to evaluate them, we will consider closure models, based on the subgrid turbulent kinetic energy (TKE). The TKE equation can be obtained (from eq. 34a) in the following form (e.g., Sorbjan, 1989):

\[
\frac{\partial E}{\partial t} + \frac{\partial \bar{u}_j E}{\partial x_j} = -T_{ij} \bar{S}_{ij} + \beta H_3 - \frac{\partial \Pi_j}{\partial x_j} - \varepsilon
\]

(36)

where \( \Pi_j = \bar{u}_j(\bar{u}_k \bar{u}_k/2 + p) - \bar{u}_j(\bar{u}_k \bar{u}_k/2 + \bar{p}) \), \( H_3 = \bar{u}_3 \bar{\Theta} - \bar{u}_3 \bar{\Theta} \), and \( \beta = g/T_o \) is the buoyancy parameter. The first two terms on the right-hand side of (36) are: the production term due to shear, and the local buoyancy, respectively. The third term is turbulent transport, and the last term is viscous dissipation \( \varepsilon \).

Let us consider the first subgrid model based on (36). As stated before, the dissipation rate is given by definition of the Kolmogorov microscale \( \eta \):
where $\nu$ is the kinematic viscosity. By analogy, we shall assume that the net rate of energy transfer out of the filtered flow field (large eddies) is given by

$$\varepsilon_f = \frac{k_m^3}{\Delta_f^4}$$

(38)

where $\Delta_f$ is the filter width, which also is the length scale of the smallest eddies of the filtered flow field. Assuming in (38) that the dissipation is balanced by the shear production, and $\varepsilon_f = -T_{ij} \overline{S}_{ij}$, and $T_{ij} = -2k_m \overline{S}_{ij}$, we have:

$$\varepsilon_f = k_m^3 \Delta_f^{-4} = 2k_m \overline{S}_{ij} \overline{S}_{ij}$$

(39)

The resulting Smagorinsky's model (1963) is of the form:

$$k_m = \left(C_s \Delta \right)^2 \left(2 \overline{S}_{ij} \overline{S}_{ij}\right)^{1/2}$$

(40)

where $C_s$ is the constant of proportionality between $\Delta_f$ and the grid size $\Delta$, $\Delta_f = C_s \Delta$, and $\Delta = (\Delta_x \Delta_y \Delta_z)^{1/3}$.

For Smagorinsky's model, the net rate of the transfer of energy out of the filtered flow $\varepsilon_f$ is clearly positive. It has been generally agreed upon that on the average the energy is transferred from large scales to small scales (“forward scatter”). The reverse energy flow (“backscatter”) from the small scales to the large ones, associated with random fluctuations of the subgrid-scale stresses, can also occur intermittently. In Smagorinsky-type models, $\varepsilon$ is always positive. Therefore these models are absolutely dissipative, i.e., they cannot predict backscatter.

A more complex closure model is based on the assumption that the eddy viscosity and diffusivity coefficients $k_m$, $k_h$ are functions of the subgrid turbulent kinetic energy $E$ and the length scale $\Delta$:

$$k_m = C_m \Delta \sqrt{E}$$

$$k_h = k_m / Pr$$

(41)

where $C_m$ is a universal constant, $Pr$ is the Prandtl number, and $E$ is calculated from the TKE equation (36), in which the dissipation rate and the turbulent transport term can be parameterized as (Deardorff, 1980):
\[ \varepsilon = C_v \frac{E^{3/2}}{\lambda} \]  

(42)

\[ \Pi_i = -2k_m \frac{\partial E}{\partial x_i} \]

where \( \lambda \) is the mixing length. The functions \( Pr, \lambda \), as well as parameters \( C_m, C_v \) need to be specified to close the subgrid model.

Both approaches described above (eqs. 40 and 41) have several problems. They do not predict the correct asymptotic behavior near a solid boundary, and do not allow for the SGS energy backscatter to the resolved scales. To overcome these hurdles, other models can be proposed, e.g., non-linear models (e.g., Kosovic, B and J. Curry, 1999), similarity models (e.g., Bardina et al., 1980), dynamic models (e.g., Germano et al, 1992, Lilly, 1992), and mixed models.

### 2.4 Thermodynamic Formulation

In case, when water vapor is present in the atmosphere, the potential temperature \( \Theta \) in (34) is replaced by the virtual potential temperature \( \Theta_v \), defined as:

\[ \Theta_v = \Theta (1 + 0.61 q_v) \]  

(43)

where \( q_v \) is the water vapor content (i.e., the specific humidity equal to the mass of water vapor in a volume of air, or the mixing ratio, which is the mass of water vapor in a unit mass of air). Note that \( \Theta_v \) can be interpreted as the temperature of the dry air, which has the same density as the moist air under consideration.

When the phase changes occur, water vapor, as well as liquid water, is present in the air. As a result the virtual potential temperature has the form:

\[ \Theta_v = \theta (1 + 0.61 q_v - q_L) \]  

(44)

where \( q_L \) is the liquid water specific humidity (mass of water in a volume of air). Presence of moisture enhances the buoyancy, while liquid water increases the density of a parcel.

To diagnose the potential temperature \( \Theta \) from \( \Theta_v \) in (44), two additional equations are required for \( q_v \) and \( q_L \):

\[ \frac{\partial \overline{q_v}}{\partial t} + \frac{\partial \overline{u_j q_v}}{\partial x_j} = -\frac{\partial Q_{vj}}{\partial x_j} - \varepsilon \]

(45)
where $Q_{ij}$, $Q_{ij}'$ are the turbulent fluxes, $e$ is the evaporation/condensation rate (we assume that no form of precipitation is present). The evaporation/condensation rates in (45) can be eliminated by adding both equations, which yields:

$$\frac{\partial \bar{q}_L}{\partial t} + \frac{\partial \bar{u}_j \bar{q}_L}{\partial x_j} = -\frac{\partial Q_{ij}}{\partial x_j} + e$$

(46)

where $q_T = q_v + q_L$ is the total water specific humidity, and $Q_{ij}$ is the total water content turbulent flux.

When phase changes take place in the atmosphere, it is convenient to consider the liquid water potential temperature $\theta_L$ as a prognostic variable. The temperature $\theta_L$ can be expressed in a linearized version, defined by Betts (1973):

$$\Theta_L = \Theta - \left(\frac{L}{C_p}\right) q_L$$

(47)

where $L$ is the latent heat of vaporization, $C_p$ is the specific heat of dry air at constant pressure, and $\Theta$ is the potential temperature. The liquid water potential temperature and the total water specific humidity are conserved in moist adiabatic process (for no-drizzle case). The temperature $\theta_L$ reduces to the dry potential temperature in absence of liquid water. Based on this definition, the equation for the liquid water potential temperature can be obtained from (34c) and (45b) in the form:

$$\frac{\partial \bar{\Theta}_L}{\partial t} + \frac{\partial \bar{u}_j \bar{\Theta}_L}{\partial x_j} = -\frac{\partial H_{ij}}{\partial x_j} + \bar{S}$$

(48)

As a result of the described modifications, the following system of equations can be obtained:

$$\frac{\partial \bar{u}_i}{\partial t} + \frac{\partial \bar{u}_i \bar{u}_j}{\partial x_j} = -\frac{\partial \pi}{\partial x_i} - 2 \varepsilon_{ijk} \Omega_j (\bar{u}_k - G_k) + \frac{g}{\Theta_o} (\bar{\Theta}_v - \Theta_o) \delta_{i3} - \frac{\partial T_{ij}}{\partial x_j}$$

$$\frac{\partial \bar{\Theta}_L}{\partial t} + \frac{\partial \bar{u}_j \bar{\Theta}_L}{\partial x_j} = -\frac{\partial H_{ij}}{\partial x_j} + \bar{S}$$

$$\frac{\partial \bar{q}_T}{\partial t} + \frac{\partial \bar{u}_j \bar{q}_T}{\partial x_j} = -\frac{\partial Q_{ij}}{\partial x_j}$$

(49)
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\[
\frac{\partial E}{\partial t} + \frac{\partial \bar{u}_j E}{\partial x_j} = -T_{ij} \bar{S}_{ij} + \beta H_v \frac{\partial \Pi_j}{\partial x_j} - \varepsilon
\]

\[
\frac{\partial \bar{u}_j}{\partial x_j} = 0
\]

where \( H_v = u_3 \Theta_v - u_3 \bar{\Theta}_v = -k_h \frac{\partial \bar{\Theta}_v}{\partial x_3} \), \( H_{Lj} = -k_h \frac{\partial \bar{\Theta}_L}{\partial x_j} \), \( Q_{Tj} = -k_h \frac{\partial q_T}{\partial x_j} \), and in addition (33), (40), (41) also apply.

The subgrid buoyancy term in the TKE equation has to be evaluated in terms of the new model variables \( \Theta_L \) and \( q_T \). For this purpose we have to consider two cases, unsaturated and saturated.

In the unsaturated case, when \( q_L = 0 \), \( q_v = q_T \), \( \Theta_L = \Theta \). Based on the definition of the virtual temperature (44), we have (e.g., Cuijpers and Duynkerke, 1993):

\[
\bar{w}' \bar{\theta}_v' = (1 + 0.61 q_T) \bar{w}' \bar{\theta}_L' + 0.61 \bar{\Theta} w' q_T'
\]

(50)

where the ensemble averaging notation (32) is applied for simplicity, and the new (meteorological) notation is being used: \( u_1 = u, u_2 = v \), and \( u_3 = w \).

In the saturated case, \( q_T = q_s + q_L \), \( q_v = q_s \), so:

\[
\bar{w}' \bar{\theta}_v' = (1 + 1.61 q_s - q_T) \bar{w}' \bar{\theta}_v' + \Theta (1.61 \bar{w}' q_s' - \bar{w}' q_T')
\]

(51)

where \( q_s \) is the saturation specific humidity. The flux of \( \bar{w}' q_s' \) can be evaluated as:

\[
\bar{w}' q_s' = \bar{w} \frac{dq_s}{dT} \bar{\theta}' = 0.622 \frac{L}{R_d T} q_s \bar{w}' \bar{\theta}_v'
\]

(52)

where the Clausius-Clayperon equation: \( \frac{dq_s}{dT} = 0.622 \frac{L}{R_d T} q_s \) was used. Taking into consideration (47), and \( q_T = q_s + q_L \), we have:
\[
\overline{w'\theta'} = \overline{w'\theta_L'} + \frac{\Theta}{T} \overline{w'q_L'} = \frac{L}{C_p} \left( \frac{\overline{w'q_L'}}{C_pT} - \overline{w'q_s'} \right) \tag{53}
\]

Inserting (52) and (53) into (51), we obtain:

\[
\frac{1 - q_T + 1.61q_s \left( 1 + 0.622 \frac{L}{R_dT} \right)}{1 + 0.622 \frac{L}{R_dT} \frac{L}{C_pT}q_i} \overline{w'\theta_L'} + \Theta \overline{w'q_T'} \left[ \frac{1 - q_T + 1.61q_s \left( 1 + 0.622 \frac{L}{R_dT} \right)}{1 + 0.622 \frac{L}{R_dT} \frac{L}{C_pT}q_i} - 1 \right] = \overline{S_L'}T
\tag{54}
\]

For the calculation of the subgrid-scale buoyancy terms \( \beta \overline{w'\theta'}_L \) [Equations (50), or (54)], as a function of the liquid water potential temperature flux \( \beta \overline{w'\theta_L} \), and the total water specific humidity flux \( \beta \overline{wq_L} \), it has to be determined whether the grid box is saturated or unsaturated. This is usually done by applying the procedure, described in Sommeria and Deardorff (1977). In the procedure it is assumed that the grid box is unsaturated, as long as the total water specific humidity \( q_T \) is below its saturation value, while it is fully saturated, when \( q_T \) exceeds it.

The source term \( S \), on the right hand side of the temperature equations, includes divergences \( (d/dz) \) of the longwave upwelling and downwelling radiation fluxes \( (F^\uparrow, F^\downarrow) \), and also of the shortwave upwelling and downwelling fluxes \( (S^\uparrow, S^\downarrow) \). Radiative cooling/warming, expressed by these fluxes, can significantly influence turbulence, when clouds or fog are present in the ABL.

Typical distribution of the radiative fluxes in the stratus-topped boundary layer is shown in Figure 2. Longwave cooling at the cloud top exists due to the different radiative properties of water vapor and water. Water vapor cannot emit longwave radiation, while water droplets emit as black-body emitters at all longwave frequencies. This leads to a sharp change in the downward flux across the cloud top. The downward longwave flux \( F^\downarrow \), above the cloud, is smaller than the flux in the cloud layer. On the other hand, the upward flux \( F^\uparrow \) remains quite uniform with height, with only a slight change at the cloud base, due to the slight difference in temperature.
Figure 2. Typical distribution of radiative fluxes in the stratus topped ABL: longwave and shortwave fluxes (upwelling and downwelling fluxes are marked by arrows), net fluxes $F$ and $S$, and the corresponding heating/cooling rates. The cloud layer is shaded.

The net flux $F = F^\downarrow - F^\uparrow$ sharply increases with height at the cloud top. The resulting flux divergence leads to a strong cooling (about several K/hour) over a very thin layer (of about 50 m) at the cloud top (a typical clear-air longwave radiation cooling is about 1-2 K/day). Note that the net solar flux $S = S^\downarrow - S^\uparrow$ inside the cloud is more uniformly distributed. The shortwave heating is smaller than the longwave cooling, and is distributed over a thicker layer within a cloud.

Radiation can be modeled in different ways. In the simplest approach, radiation is parameterized as the sum of two components: a clear sky radiative cooling component, typically taken to be $-2$ K/day everywhere below the inversion, and a cloud-associated "Beer's law". In the latter, long-wavelength radiative cooling is assumed to be proportional to the liquid-water content and exponentially attenuated. The resulting radiative flux $F$ is (i.e., Moeng, 2000):

$$F(x, y, z) = F_i \exp\left[-\rho_o K_a \int_z^\infty q_L(x, y, \tilde{z}) d\tilde{Z}\right]$$  \hspace{1cm} (55)

where $F_i$ is the longwave radiation flux above the cloud, $\rho_o$ is the reference density, $K_a$ is the longwave absorption coefficient, and $q_L$ is the local liquid water mixing ratio. In a more complex approach, the method of Toon et al (1989), or the SBDART model (Santa Barbara DISTORT Atmospheric Radiative Transfer, Ricchiazzi et al, 1998) can be applied.
2.5 Numerical Scheme

Typically, for discretisation of the LES governing equations, a staggered grid (Arakawa's grid C) is used. In this arrangement, the velocity components are defined on the sides of a rectangular grid volume, while scalars, i.e. the pressure, temperature, specific humidity, subgrid TKE, and exchange coefficients are defined in the center. The vertical velocity is defined at the bottom, and at the top of the grid volume, and the components of the stress tensor $T$ as shown in Figure 3.

![Figure 3. A view of a grid cell centered at a grid point (i, j, k). The variables with indices (i, j, k) are indicated by darkened circles. Note that the velocity components are defined on the sides of a rectangular grid volume, while scalars (i.e. pressure, subgrid TKE, temperature, the specific humidity, and the exchange coefficients) are defined in the center.](image)

The governing differential equations are transformed into finite difference ones, with the advection terms written in flux form. The monotone scheme developed by Beets and Koren (1996) is often applied. The diffusion terms are expressed by using a second-order, spatial central difference scheme. The Coriolis terms are averaged over four points in order to center them at the respective point under consideration. Although this presents no problems, it does mean that total kinetic energy may not be conserved quite as accurately as in the absence of these terms (Deardorff, 1973).

In time-dependent numerical simulations, it is necessary to start with the initial conditions being as realistic as possible, especially for mean wind and temperature structures. Random initial perturbations of substantial amplitude have to be superimposed upon the mean fields of temperature and vertical velocity.
Time-advancement is often executed by using the fourth-order Runge-Kutta method, which is stable and accurate. It can be explained, noting that each LES prognostic equation can be written in the form:

\[
\frac{\partial \Phi}{\partial t} = F
\]  

(56)

where \( \Phi \) is any prognostic variable (i.e., \( u \), \( v \), \( w \), \( \Theta \), \( q \), and \( E \)). During each time step, the 3-stage numerical scheme is applied for each equation:

\[
\begin{align*}
\Phi^{(1)} &= \Phi^{(m)} + \Delta t_1 \left(C_{11} F^{(m)} + C_{21} F^{(m-1)}\right) \\
\Phi^{(2)} &= \Phi^{(1)} + \Delta t_2 \left(C_{12} F^{(1)} + C_{22} F^{(m)}\right) \\
\Phi^{(m+1)} &= \Phi^{(2)} + \Delta t_3 \left(C_{13} F^{(2)} + C_{23} F^{(1)}\right)
\end{align*}
\]  

(57)

where \( m \), \( m+1 \) are moments of time. The coefficients in (57) are defined as follows: \( C_{11} = 8/15 \), \( C_{12} = 5/12 \), \( C_{13} = 3/4 \), \( C_{21} = 0 \), \( C_{22} = -17/60 \), \( C_{23} = -5/12 \). At each stage the most current values of \( \Phi \) are used in the functional evaluation. The time steps \( \Delta t_1 \), \( \Delta t_2 \), \( \Delta t_3 \) are calculated at each stage from the Courant-Friedrichs-Levy condition (1928):

\[
n = \Delta t_i \max_j \left[ \left| u_j \right| / \Delta x_j \right]
\]  

(58)

where \( n \) is a Courant-Friedrichs-Levy number, assumed to be 0.20, and \( i = 1, 2, 3 \). The total time step is \( \Delta t = \Delta t_1 + \Delta t_2 + \Delta t_3 \).

The Courant-Friedrichs-Levy condition can be alleviated by allowing the coordinate system to translate downstream with the approximate speed \( U_i \) of the average flow. Consequently, translating variables can be introduced: \( x_{i(g)} = x_i - U_i t \), \( u_{i(g)} = u_i - U_i \). In such a Galilean transformation, it must be remembered that the translation speed needs to be taken into account when formulating the lower boundary condition on the stress and the heat flux (with \( u_i = u_{i(g)} + U_i \)), and also with respect to the Coriolis terms, which are transformed as: \( f (u_i - G_i) = f (u_{i(g)} + U_i - G_i) \), where \( G_i \) is the component of the geostrophic wind, and \( f \) is the Coriolis parameter.

At the lower boundary, the vertical velocity \( w \) is set to equal zero. It is also assumed that \( \partial E/\partial z = 0 \) for the TKE. For horizontal velocities one resorts to the Monin-Obukhov similarity. This is because profiles near the surface are strongly curved. This curvature cannot be resolved within the first grid cell. This means that a relation is specified between the surface stress and the horizontal velocity in the first grid cell. Furthermore, it is assumed that the velocity and stress are parallel. Surface similarity is then used to obtain the surface temperature \( T \), from the temperature calculated in the center of the first grid cell.
With respect to the upper boundary conditions, it is assumed: \( \frac{\partial u}{\partial z} = \frac{\partial v}{\partial z} = w = T_{13} = T_{23} = \frac{\partial E}{\partial z} = H_3 = 0 \). The temperature gradient at the top of the calculation domain is set equal to the gradient \( \Gamma \), which is prescribed in the initial conditions as the temperature gradient above the boundary layer. The horizontal boundary conditions are assumed to be periodic (Figure 4).

To avoid reflecting gravity waves from the top of the domain, a damping layer is used. The role of the damping layer is to dissipate gravity waves before they can reflect back into the boundary layer. This is accomplished by adding a relaxation term in the form \( r(\Phi - \Phi_o) \) to the equations of motion in the upper part of the domain, where \( \Phi \) is a prognostic parameter, and \( \Phi_o \) is its value near the top of the domain. The relaxation term dampens fluctuations at time scales larger than a prescribed relaxation time scale \( \tau = 1/r \). The relaxation parameter is a function of height:

\[
r(z) = r_o \left\{ 1 - \cos \left[ \pi \left( z - z_b \right) / (z_T - z_b) \right] \right\}/2
\]

where \( r_o \) is a given relaxation constant (order of 0.01 s\(^{-1}\)), \( z_T \) and \( z_b \) indicate the top of the computational domain and the bottom of the damping layer respectively.

Figure 4. The side view of the mesh. At the lower boundary (the earth’s surface), and at the level \( k=Nz-1 \) (top level of the model), the vertical velocity \( w \) is set to zero. Values in cells located above the top level are calculated based on boundary conditions.
Often there is need to consider a large-scale vertical motion, referred to as subsidence $W$. Subsidence can be included by adding source terms representing the downward advection (e.g., $-W \partial \Theta / \partial z$). These terms are relatively small and should be included only in the thermodynamic equations for temperature and humidity (and other scalars), where they can be important in maintaining long-term balances. In the boundary layer, the subsidence velocity can be assumed to be given by $W = -D z$, where $D$ is the large-scale divergence. Above the ABL, $W$ can be set to $W = -D z_i$.

To find pressure, one might consider Equation (56), written only for velocity components, $u, v, w$. The functions $F$ should be expressed in a form, in which the pressure terms are singled out:

$$F_u = f_u - \partial \pi / \partial x$$

$$F_v = f_v - \partial \pi / \partial y$$

$$F_w = f_w - \partial \pi / \partial z$$

Based on (57),(60), we will obtain for the first partial time step:

$$u^{(1)} = D_u^{(m)} - C_{11} \Delta t \partial \pi / \partial x$$

$$v^{(1)} = D_v^{(m)} - C_{11} \Delta t \partial \pi / \partial y$$

$$w^{(1)} = D_w^{(m)} - C_{11} \Delta t \partial \pi / \partial z$$

where

$$D_u^{(m)} = u^{(m)} + \Delta t (C_{11} f_u^{(m)} + C_{21} F_u^{(m-1)})$$

$$D_v^{(m)} = v^{(m)} + \Delta t (C_{11} f_v^{(m)} + C_{21} F_v^{(m-1)})$$

$$D_w^{(m)} = w^{(m)} + \Delta t (C_{11} f_w^{(m)} + C_{21} F_w^{(m-1)})$$

Note that analogous expressions are obtained for the sequential partial time steps.

The continuity equation can be written in the finite differences form:

$$\delta_x u^{(1)} + \delta_y v^{(1)} + \delta_z w^{(1)} = 0$$

where

$$\delta_x u^{(1)} = (u^{(1)}_{i+1,j,k} - u^{(1)}_{i,j,k}) / \Delta x$$

$$\delta_y v^{(1)} = (v^{(1)}_{i,j+1,k} - v^{(1)}_{i,j,k}) / \Delta y$$

(64)
\[ \delta z w^{(l)}_i = (w^{(l)}_{i,j,k+1} - w^{(l)}_{i,j,k}) / \Delta z \]

and the indices, \( i, j, \) and \( k, \) refer to a cell number (see Figure 4). Substituting (61) into (63) yields the pressure equation:

\[ \delta_{xx} \pi_{i,j,k} + \delta_{yy} \pi_{i,j,k} + \delta_{zz} \pi_{i,j,k} = G_{i,j,k} \]  

(65)

where

\[ \delta_{xx} \pi_{i,j,k} = (\pi_{i+1,j,k} - 2 \pi_{i,j,k} + \pi_{i-1,j,k}) / \Delta x^2 \]

\[ \delta_{yy} \pi_{i,j,k} = (\pi_{i,j+1,k} - 2 \pi_{i,j,k} + \pi_{i,j-1,k}) / \Delta y^2 \]

\[ \delta_{zz} \pi_{i,j,k} = (\pi_{i,j,k+1} - 2 \pi_{i,j,k} + \pi_{i,j,k-1}) / \Delta z^2 \]

\[ G_{i,j,k} = [\delta_x D_u^{(m)} + \delta_y D_v^{(m)} + \delta_z D_w^{(m)}] / (C_{11} \Delta t) \]

for \( i = 1, ..., N_x, \) \( j = 1, ..., N_y, \) \( k = 1, ..., N_z - 1, \) and the operators \( \delta_x, \delta_y, \) and \( \delta_z \) are defined as in (64). Employing (61)-(64) and assuming the vertical velocity \( w_{i,j,1} = w_{i,j,NZ-1} = 0, \) yields the vertical boundary conditions for pressure:

\[ \frac{(\pi_{i,j,2} - \pi_{i,j,1})}{\Delta z^2} = R_{i,j,1} - L_1 \quad \text{for } k = 1 \]

\[ \frac{-(\pi_{i,j,Nz} - \pi_{i,j,Nz-1})}{\Delta z^2} = R_{i,j,Nz-1} + L_{Nz-1} \quad \text{for } k = Nz - 1 \]  

(66)

where

\[ L_k = (\pi_{i+1,j,k} - 2 \pi_{i,j,k} + \pi_{i-1,j,k}) / \Delta x^2 + (\pi_{i,j+1,k} - 2 \pi_{i,j,k} + \pi_{i,j-1,k}) / \Delta y^2 \]

\[ R_{i,j,1} = (\delta_x D_u^{(m)}_{i,j,1} + \delta_y D_v^{(m)}_{i,j,1} + D_w^{(m)}_{i,j,2}) / (C_{11} \Delta t) \]

\[ R_{i,j,Nz-1} = (\delta_x D_u^{(m)}_{i,j,Nz-1} + \delta_y D_v^{(m)}_{i,j,Nz-1} - D_w^{(m)}_{i,j,Nz-1}) / (C_{11} \Delta t) \]

Because of the assumed periodic boundary conditions, we will express the variables in (65)-(66) in a spectral form:

\[ \pi_{ijk} = \sum_{m=0}^{N_x-1} \sum_{n=0}^{N_y-1} p(m,n,k) \exp \left\{ 2\Pi I \left( \frac{i}{N_x} + \frac{j}{N_y} \right) \right\} \]

\[ G_{ijk} = \sum_{m=0}^{N_x-1} \sum_{n=0}^{N_y-1} g(m,n,k) \exp \left\{ 2\Pi I \left( \frac{i}{N_x} + \frac{j}{N_y} \right) \right\} \]  

(67)

where \( \Pi = 3.14..., \) \( I = \sqrt{-1}. \) After the substitution of (67) into (65) we will have:
\[ p(m,n,k + 1) - [1 + S(m,n)] p(m,n,k) + p(m,n,k - 1) = g(m,n,k) \Delta z^2 \]  \hspace{1cm} (68)

where \( S(m,n) = \frac{4 \Delta z^2}{\Delta x^2} \sin^2 \left( \frac{\Pi m}{N_x} \right) + \frac{4 \Delta z^2}{\Delta y^2} \sin^2 \left( \frac{\Pi n}{N_y} \right) \). Analogous equations for the boundary conditions can be obtained. The term \( g(m,n,k) \) can be calculated based on \( G_{ijk} \) using the fast Fourier transformation (FFT) subroutine.

Note that (68) constitutes a tri-diagonal system of algebraic equations, which can be solved by employing the factorization method. It is worth mentioning that the case \( m = n = 0 \) has to be treated separately, i.e., \( p(0, 0, k) \) has to be set to an arbitrary constant (e.g., zero), because the pressure is calculated with an accuracy to a constant. Based on \( p(m, n, k) \) the pressure \( \pi \) can be calculated by using the reverse FFT subroutine.

Finally, it should be mentioned that the solutions of the governing LES equations are obtained in a form of fields, which are variable in space and time. Therefore, LES results are usually presented as horizontally and time averaged parameters, defined as

\[ \langle u_i \rangle = \frac{1}{L_x L_y T} \int_0^{L_x} \int_0^{L_y} \int_0^T u_i(x,y,z,t) \, dx \, dy \, dt \]  \hspace{1cm} (69)

where \( L_x \) and \( L_y \) define the horizontal domain of a simulation, and \( T \) is the time averaging period. Consequently, any LES parameter can be expressed as a mean value and a fluctuation, e.g.:

\[ u_i(x,y,z,t) = \langle u_i \rangle (z) + u_i'(x,y,z,t) \]
\[ \Theta(x,y,z,t) = \langle \Theta \rangle (z) + \Theta'(x,y,z,t) \]  \hspace{1cm} (70)

Note that any total flux

\[ H_{\text{total}} = \langle \Theta' u_i' \rangle + \langle H_i \rangle \]  \hspace{1cm} (71)

consists of the resolvable flux \( \langle \Theta' u_i' \rangle \), which is derived from a LES simulation using (69)-(70), and a subgrid flux \( \langle H_i \rangle \), which is obtained by averaging of subgrid fluxes (modeled within a LES).

3 The ABL Simulations

Flow in the boundary layer over land is primarily controlled by the diurnal cycle of the earth's surface energy budget. During the day, a portion of the energy
gained at the earth's surface is transferred to the atmosphere as a sensible heat flux, and also used in the evaporation process. This transfer can generate vertical motions, called convection. At night, convection stops, and turbulence in the cloud-free ABL can only be generated by wind shear and radiative cooling.

The structure of the ABL is usually classified into four characteristic types: convective, neutral, stable, and cloud-topped. These four prototypes of the ABL have been intensively studied during the last several decades. The LES technique has been especially helpful in this respect. Examples of such simulations are presented below.

3.1 The Convective ABL

3.1.1 Free Convection

Free-convection refers to calm (no mean wind) conditions, controlled only by the strength of the surface heat flux. It is numerically the simplest to achieve, because the horizontal domain can be relatively small, while a simulation is relatively short. The boundary conditions during such simulations usually remain unchanged. Consequently, the obtained results are equivalent to the ABL around the solar noon, when all fluxes are approximately constant within a period of about two hours.

Forcing applied at two surfaces, limiting the convective atmospheric boundary layer, the underlying one, where convection is originated, and the upper one, where it is constrained, causes the convective ABL to have a multilayer structure. It consists of the surface layer near the earth's surface, the mixed layer above it, and the interfacial layer next to the free atmosphere (see Chapter 4 in volume I of this book series). The convective surface layer is characterized by a sharp decrease in the potential temperature with height. In the mixed layer, the temperature gradient decreases to zero. In the interfacial layer, there is a sharp increase in the potential temperature with height (as shown in Figure 7a).

Convection in the shearless mixed layer (its animation can be found at the website: http://www.mmm.ucar.edu/asr96/sullivan1.html) is organized in a form of characteristic cell patterns, depicted in Figure 5. Regions of slowly sinking air are surrounded by the areas with updrafts (shaded areas in the figure). Downdrafts cover more than half the area of the horizontal plane over the bulk of the mixed layer depth. Such organization of convection is responsible non-Gaussian behavior of convective diffusion [Deardorff (1972), Willis and Deardorff (1976, 1978, 1981)]. For elevated sources the average plume centerline, defined as the mean maximum concentration, descends within a short distance from the source until it reaches the ground. In contrast, the average centerline from near surface releases ascends after a short downwind distance.
Experiments performed by Deardorff (1970) showed that the characteristic of turbulence in the mixed layer can be expressed in terms of similarity scales in the form:

\[ w^* = (\beta z_i H_o)^{1/3} \] for vertical velocity,

\[ \Theta^* = H_o / w^* \] for temperature,

\[ q^* = Q_o / w^* \] for a passive scalar, (72)

\[ z_i \] for height,

\[ \tau^* = w^*/z_i \] for time,

where \( H_o \) and \( Q_o \) are the surface (virtual) potential temperature and scalar fluxes (of water vapor, CO\(_2\), O\(_3\), etc), \( \beta = g/T_o \) is the buoyancy parameter, and \( z_i \) is the depth of the mixed layer, traditionally defined as a level at which the heat flux \( H_o \) is the most negative.

Since there is only one height scale, one temperature scale, and one humidity scale in (72), dimensionless statistics of turbulence in the ABL are expected to be unique functions of a single non-dimensional parameter \( z/z_i \). Observations show (e.g., Sorbjan, 1991), however, that in the upper portion of the mixed layer, a substantial scatter of dimensionless quantities exists, especially for statistics of scalars (temperature, humidity, concentration of passive scalars). This indicates that the set of scales (1) is incomplete.

Figure 5. Horizontal cross-section of the LES generated vertical velocity field at \( z/z_i = 0.3 \) during free convection. Shaded areas indicate updrafts.
The described scatter can be related to a strong sensitivity of statistical moments at the top of the mixed layer to values of the potential temperature gradient $\gamma_i$ in the interfacial layer (Sorbjan, 1996 a, b). For example, the (negative) ratio of the heat fluxes at the top and bottom of the mixed layer $(-H_i/H_o)$ increases when $\gamma_i$ increases, and decreases when $\gamma_i$ decreases to zero. This indicates that $\gamma_i$ should be treated as an independent scaling parameter for temperature. Analogously, scalar gradients $g_i$ at the top of the mixed layer should be treated as additional scaling parameters for other scalars.

The temperature gradient $\gamma_i$ changes from case to case, due to advective transformations, and also during morning transitions from stable to convective conditions. Depending on the intensity of nocturnal cooling, $\gamma_i$ in the capping inversion above the evolving morning mixed layer occurs in a broad range of values, from circa 0.001 K m$^{-1}$ to 0.1 K m$^{-1}$. Also the scalar gradient $g_i$ varies strongly, depending on the content of a scalar $q$ in the mixed layer and in the free atmosphere.

The inclusion of scalar gradients, $\gamma_i$ and $g_i$, as governing parameters introduces alternate similarity scales, valid in the interfacial layer (Sorbjan, 2004a):

$$S_w = w^*$$ for vertical velocity,

$$S_\theta = \gamma_i w^* / N_i$$ for temperature, \hspace{1cm} (73)

$$S_q = g_i w^* / N_i$$ for humidity (or other scalar),

$$S_h = w^* / N_i$$ for height,

$$S_t = 1 / N_i$$ for time,

where $N_i = |\beta \gamma_i|^{0.5}$ is the Brunt-Väisälä frequency in the interfacial layer. Temperature scale $S_\theta$ is dependent on the surface heat flux (through $w^*$) and the temperature gradient $\gamma_i$. The passive scalar scale $S_q$ depends on the surface heat flux, the temperature gradient $\gamma_i$, and also on the scalar gradient $g_i$.

To further discuss the free-convective case, let us consider the results of two LES (referred to as A and B), which employed a mesh of 64 x 64 x 60 grid points (Sorbjan, 2004b). The grid increments were $\Delta x = \Delta y = 40$ m, and $\Delta z = 30$ m. The initial mixed layer was 600 m deep, with a uniform potential temperature of 299 K. The interfacial layer was initially 150 m thick. In run A, the initial temperature gradient $\gamma_i$ in the interfacial layer was equal to 0.01 K m$^{-1}$, while in run B, it was 0.1 K m$^{-1}$. In the free-atmosphere, the temperature gradient was assumed to be $\Gamma = 0.003$ K m$^{-1}$. The surface heat flux $H_o$ was assumed equal to 0.075 K m s$^{-1}$. The simulation time was 26529.4 s in run A and 28459.1 s in run B (i.e., 5000 total time steps).
Figure 6 shows the time history of the mixed layer depth $z_i$ (defined as the height, where the heat flux is most negative) and the surface temperature $T_o$. The curves representing $T_o$ are alike during both simulations, showing a 3K-increase of the surface temperature. The curves representing $z_i$ diverge in their steepness and smoothness. This indicates that the structure of turbulence at the bottom of the mixed layer in both runs is comparable (because the value of the surface heat flux in both runs is the same), and it differs at the top (because the values of $\gamma_i$ in both runs are different).

Figure 6. Time history of the averaged height of the mixed layer $z_i$, and the surface temperature $T_o$, obtained in free-convective runs A and B.

Figure 7 depicts profiles of the potential temperature $\Theta$, its dimensionless flux, and variance. In run A, the dimensionless heat flux at the top of the mixed layer $H_i/H_o = -0.15$, while in Run B, it is about -0.3. There is a substantial difference in the values of the temperature variances $\sigma_\theta^2/\Theta^2$ at the top of the mixed layer in both runs. In run A, the peak dimensionless variance is about 8, while in run B it is about 40.
Profiles of dimensionless velocity variances are shown in Figure 8. There are relatively small differences between profiles of the velocity variances $\sigma_u^2/w^2$ and $\sigma_w^2/w^2$ in runs A and B. The values of the horizontal velocity variances in the mixed layer increase slightly when $\gamma_i$ increases, and the values of the vertical velocity variances decrease. For the purpose of the mixed layer parameterizations, the influence of $\gamma_i$ on the velocity statistics could be neglected.

The characteristic (e.g., peak) values of the second moments at the top of the mixed layer can be related to the interfacial scales (2) in the following way (Sorbjan, 2004a, b):

\[
H_i = -c_H S_w S_\theta
\]

\[
Q_i = -c_Q S_w S_q
\]

\[
\sigma_{\theta i}^2 = c_\theta S_\theta^2 \tag{74}
\]

\[
\sigma_{qi}^2 = c_q S_q^2
\]
where the index "i" refers to the interfacial layer, $C_{qi}$ is the temperature-humidity covariance, and the minus in the first two expressions is added in order to stress that the fluxes and gradients are inversely proportional. The parameters $c_H$, $c_{eH}$, $c_{eB}$, $c_\theta$ and $c_{\theta q}$ are anticipated to be constant.

The comparison of values given by Equation (74a) with the LES results is shown in Figure 9. In the Figure, the values obtained from Lilly's (1969) classical expression for the entrainment heat flux ($H_i = -\Delta \Theta \Delta z / \Delta t$, where $\Delta \Theta$ is the temperature jump at the top of the mixed layer) are also depicted. The expression was originally obtained for the stratocumulus-topped ABL, with a sharp temperature jump $\Delta \Theta$ in an infinitesimally thin interfacial layer. It has been commonly used in cloud-free conditions, even though the underlying assumptions regarding the infinitesimal depth of the interfacial layer are not valid in this case. The expression (74a) seems to be a better approximation of the obtained LES results for larger heat flux ratios, and therefore could be treated as an alternative to Lilly's equation for the cloud-free case.

Based on (74), statistical moments of scalars during free-convection can be expressed in terms of two semi-empirical similarity functions $F_m$ and $F_i$ of the dimensionless height $z/z_i$ (Sorbjan, 2004 a, b):
\[ M = S_m F_m \left( \frac{z}{z_i} \right) + S_i F_i \left( \frac{z}{z_i} \right) \]  

(75)

where \( M \) is a statistical moment, \( S_m \) is a combination of the mixed layer scales (72), \( S_i \) is a combination of the interfacial scales (73), and \( F_m \) and \( F_i \) are arbitrary, best-fit functions of a dimensionless argument \( z/z_i \).

Figure 9. Comparison of the simulated (LES) and estimated from Equation 74a values of the temperature flux ratio \( H/H_o \) (dark circles). The squares indicate the values calculated based on Lilly’s (1969) expression \( H = \Delta \Theta \frac{dz}{dt} \).

For example, in the case of the heat flux and humidity fluxes, Equation 75 takes the following linear form in the mixed layer (for \( z/z_i < 1 \)):

\[ H = w \Theta \left( 1 - \frac{z}{z_i} \right) - c_H S_w S_o \frac{z}{z_i} \]

\[ Q = w q \left( 1 - \frac{z}{z_i} \right) - c_Q S_w S_q \frac{z}{z_i} \]  

(76)

For the variances and covariances, the following expressions could be proposed:

\[ \sigma_\Theta^2 = c_1 \Theta^2 \left( \frac{1 - \frac{z}{z_i}}{\left( \frac{z}{z_i} \right)^{2/3}} \right) + c_\theta S_\theta^2 \frac{\left( \frac{z}{z_i} \right)^9}{(2.05 - \frac{z}{z_i})^8} \]

\[ \sigma_q^2 = c_2 q^2 \left( \frac{1 - \frac{z}{z_i}}{\left( \frac{z}{z_i} \right)^{2/3}} \right) + c_q S_q^2 \left[ \frac{\left( \frac{z}{z_i} \right)^3}{(2.2 - \frac{z}{z_i})^5} + c_s \right] \]  

(77)

\[ C_{\Theta q} = c_3 \Theta q \left( \frac{1 - \frac{z}{z_i}}{\left( \frac{z}{z_i} \right)^{2/3}} \right) + c_{\Theta q} S_\theta S_q \frac{\left( \frac{z}{z_i} \right)^8}{(2.2 - \frac{z}{z_i})^8} \]
and also
\[
\frac{d\Theta}{dz} = \frac{\Theta_i}{z_i} \left(1 - \frac{z}{z_i}\right)^4 + \frac{S_h}{S_h} \left(\frac{z}{z_i}\right)^9 \frac{(2.23 - \frac{z}{z_i})^9}{(2.23 - \frac{z}{z_i})^9}
\]

(78)

\[
\frac{dq}{dz} = \frac{q_i}{z_i} \left(1 - \frac{z}{z_i}\right)^4 + \frac{S_q}{S_h} \left(\frac{z}{z_i}\right)^9 \frac{(2.23 - \frac{z}{z_i})^9}{(2.23 - \frac{z}{z_i})^9}
\]

where \(c_H, c_{\Theta}, c_{\Theta}, c_1, c_2, c_{\Theta}, c_{\Theta}\) are empirical constants, and all the expressions are valid below the level, at which a moment has its peak (roughly, \(z/z_i < 1.1\)). For small \(z\), Equation 77 coincides with the Monin-Obukhov similarity predictions.

### 3.1.3 Forced Convection

During forced convection, turbulence is controlled not only by the strength of the surface heat flux, but also by wind shear. The presence of a sufficiently strong wind breaks the free-convective cells (Figure 5) and replaces them with horizontal rolls, depicted in Figure 10. The forced-convection case is numerically more difficult to achieve because the horizontal domain needs to be larger (several times larger that \(z_i\)), while a simulation must be longer (in terms of time steps) than in the free-convective case.

Let us consider six LES runs of the forced convection case, with a mesh of 64 x 64 x 60 grid points, and the grid increments \(\Delta x = \Delta y = 40\) m, and \(\Delta z = 30\) m (Sorbjan, 2004c). All the runs have been obtained for three values of the geostrophic wind \(G\), and for two values of the temperature gradient \(\gamma_i\) in the interfacial layer. The performed runs hereafter are referred to as W05, W10, W15, S05, S10, and S15, where the letter "W" indicates runs, for which the initial temperature inversion strength \(\gamma_i\) was relatively weak, and equal to 0.01 K m\(^{-1}\). The letter "S" denotes runs with stronger temperature gradients in the interfacial layer, equal to 0.1 K m\(^{-1}\). The numbers 05, 10 and 15 express the assumed values of the geostrophic wind in m s\(^{-1}\). The simulation time was 30460.3 s in run W05 and 14109.6 s in run W15 (10,000 total time steps).

Figures 11 a-b shows the resulting profiles of the potential temperature, and wind velocity components. Two families of temperature profiles are depicted in Figure 11 a, one with a small temperature jump in the interfacial layer (runs W05, W10 and W15), and the other with a large one (runs S05, S10 and S15). There are three families of u-component velocity (Figure 11 b) associated with the values of the geostrophic wind, 5, 10 and 15 m s\(^{-1}\).
Figure 10. Horizontal cross-section of the LES generated vertical velocity field at $z/z_i = 0.3$ during forced convection. Shaded areas indicate updrafts.
In Figures 12 a-b, the second moments of the potential temperature are shown. Figure 3a indicates that the negative peak values of heat flux $H_i$ increase with the strength of the capping inversion $\gamma_i$, and with the value of the geostrophic wind $G$. The same conclusion applies to the temperature variance $\sigma_{\theta_i}^2$ in Figure 3b (note spurious consequences of a sharp temperature gradient in run S15). The dependence of $\sigma_{\theta_i}^2$ on the temperature gradient $\gamma_i$ is much stronger than on the geostrophic shear.

The second moments of the horizontal and vertical velocity are shown in Figures 13 a-b. The mixed layer values of the horizontal velocity variances $\sigma_u^2/w^*^2$ increase when the geostrophic wind increases and seem to be independent of $\gamma_i$. The values of the vertical velocity variances $\sigma_w^2/w^*^2$ at the top of the mixed layer increase when both $\gamma_i$ and $G$ increase (note spurious consequences of a sharp velocity gradients near the earth's surface).

When wind shear is present, Equation (75) is not valid, because statistics of turbulence at the top of the mixed layer are dependent not only on the temperature gradient $\gamma_i$, but also on velocity gradients $s_{xi} = du/dz|_i$ and $s_{yi} = dv/dz|_i$ in the interfacial layer, or equivalently on the interfacial Richardson number (Sorbjan, 2004 a, c):

$$\text{Ri} = \frac{\beta \gamma_i}{s_{xi}^2 + s_{yi}^2}$$  \hspace{1cm} (79)
Figure 12. Vertical profiles of: (a) potential temperature flux $H/H_0$, (b) potential temperature variance $\sigma^2/\Theta^2$, obtained in runs W10, W15, S10, and S15.
Figure 13. Vertical horizontal $\sigma_u^2/w^*^2$ and vertical $\sigma_w^2/w^*^2$ velocity variances, obtained in runs W10, W15, S10, and S15.

Characteristic values of statistical moments at the top of the mixed layer, scaled by the interfacial scales $S$, are not expected to be constant as in the free-convection case, but should be functions of the interfacial Richardson number (Sorbjan, 2004 a, c):
\[
H_i/(S_w S_\theta) = -c_H (1 + c_r / Ri) / (1 + 1 / Ri)^{1/2}
\]
\[
Q_i/(S_w S_\theta) = -c_Q (1 + c_r / Ri) / (1 + 1 / Ri)^{1/2}
\]
\[
\frac{\sigma_\theta^2}{S_\theta^2} = c_\theta (1 + c_r / Ri) / (1 + 1 / Ri)
\]
\[
\frac{\sigma_q^2}{S_q^2} = c_q (1 + c_r / Ri) / (1 + 1 / Ri)
\]
\[
\frac{\sigma_{wi}^2}{S_{wi}^2} = c_w (1 + c_r / Ri)
\]

In analogy to (75), statistical moments in the sheared ABL (above the surface layer) can also be represented as a sum of two similarity functions \( F_m \), \( F_i \), and multiplied by similarity scales (1) and (2):

\[
M = S_m F_m (z/z_i) + S_i F_i (z/z_i, 1/Ri)
\]

where the function \( F_i \) depends in this case on the dimensionless height \( z/z_i \), and also on the interfacial Richardson number \( Ri \). We will assume that \( F_i (z/z_i, 1/Ri) = F_1 (z/z_i) F_2 (1/Ri) \), and \( F_2 (1/Ri) \to 1 \), when \( 1/Ri \to 0 \). As a result, (81) coincides with (75) in the shearless case. Eq. (81) is valid only above the surface layer, since the dependence on \( z/L \) is neglected, where \( L = -u^*/(\kappa \beta H_o) \) is the Monin-Obukhov length, \( u^* \) is the friction velocity, and \( \kappa \) is the von Karman constant.

Figure 14. The dimensionless heat flux \( H_i/(S_w S_\theta) \) obtained from the LES (dark circles) as a function of the interfacial dynamic Richardson number \( Ri \). Equation 80a is represented by a curve. The LES run names are indicated next to each point.

Figure 14 shows values (points) of the dimensionless entrainment heat flux \( H_i/(S_w S_\theta) \), obtained from the LES, as a function of the interfacial dynamic
Richardson number $R_i$. The run names are indicated next to each point. The curve and the points agree quite well. As expected, the negative values of the dimensionless entrainment heat flux increase, when $R_i$ decreases, and decrease when $R_i$ increases.

Figure 15 depicts the values of the dimensionless vertical velocity variance $\sigma_{w_i}^2/S_{w_i}^2$ at the top of the mixed layer (points), obtained from the LES. In the figure, the estimated dimensionless peak variance, based on Equation 7d, is represented by a curve. The curve and the points agree quite well. The obtained results show that $\sigma_{w_i}^2/S_{w_i}^2$ strongly increases when $R_i$ decreases, and decreases when $R_i$ increases.

Based on (80)-(81), the following expressions could be proposed Sorbjan (2004c):

\[
H = w_* \Theta_* \left(1 - \frac{z}{z_i}\right) - c_H S_{w_i} S_\theta \frac{(1 + c_{rH}/Ri)}{(1 + 1/Ri)^{0.5}} \frac{z}{z_i}
\]

\[
Q = w_* q_* \left(1 - \frac{z}{z_i}\right) - c_Q S_{w_i} S_q \frac{(1 + c_{rQ}/Ri)}{(1 + 1/Ri)^{0.5}} \frac{z}{z_i}
\]

\[
\sigma_\theta^2 = c_1 \Theta_*^2 \left(1 - \frac{z}{z_i}\right)^{2/3} + c_\theta S_\theta^2 \frac{(1 + c_{r}/Ri)}{(1 + 1/Ri)^{0.5}} \frac{(z/z_i)^9}{(2.05 - z/z_i)^8}
\]
\[ \sigma_q^2 = c_2 q_s^2 \left( \frac{1-z/z_i}{z/z_i} \right)^8 + c_q S_q^2 \left( \frac{1+c_s/Ri}{1+1/Ri} \right) \left[ \frac{(z/z_i)^3}{(2.2-z/z_i)^2} + c_s \right] \] (82)

\[ C_{a_q} = c_3 \Theta q_s \left( \frac{1-z/z_i}{z/z_i} \right)^{2/3} + c_{a_q} S_a S_q \left( \frac{1+c_s/Ri}{1+1/Ri} \right) \left[ \frac{(z/z_i)^8}{(2.2-z/z_i)^8} \right] \]

\[ \sigma_u^2 = 1.4 c_3 \left( 1-z/z_i \right)^{4/3} (z/z_i)^{2/3} + c_u S_u^2 \left( 1+c_{r_s}/Ri \right) (z/z_i)^{1/2} (1.1-z/z_i)^{1/3} \]

and also:

\[ \frac{d\Theta}{dz} = \frac{\Theta_s}{z_i} \left( \frac{1-z/z_i}{z/z_i} \right)^4 + \frac{S_{a_q}}{S_q} \left( \frac{z/z_i}{2.23-z/z_i} \right)^9 \]

\[ \frac{dq}{dz} = -\frac{q_s}{z_i} \left( \frac{1-z/z_i}{z/z_i} \right)^4 + \frac{S_q}{S_q} \left( \frac{z/z_i}{2.23-z/z_i} \right)^9 \] (83)

The above expressions are valid for \( S_p > 0 \), below the level, at which a moment has its peak (roughly, \( z/z_i < 1.1 \)). When \( 1/Ri \to 0 \), the free-convection profiles (77)-(78) are obtained. The constants in (82) should be evaluated based on available atmospheric observations.

### 3.2 Neutral ABL

By definition, the neutral boundary layer is characterized by a constant with height potential temperature, and a zero turbulent heat flux. The neutral ABL is often referred to as the Ekman layer, after V.V. Ekman, who first solved (in 1905) simplified equations of the atmospheric motion for this case, governed by a balance of the Coriolis, pressure gradient, and friction forces.

![Figure 16. Vertical profiles of wind velocity components u and v from a simulation of a neutral ABL. The wind velocity hodograph is also shown.](image-url)
In practice, the neutral boundary layer can exist only over marine surfaces, when the ocean surface, and the air flowing above it, have nearly the same temperature. Over land, the neutral ABL is practically absent (note that diurnal transitions do not produce a zero heat flux in the entire ABL, only in the surface layer, and only for a very brief period of time).
The physics of the neutral case is not very complex. Turbulence is generated only by wind shear. There is no entrainment, unless the stable interfacial layer is assumed at the top. Numerically, the case requires a relatively long integration time to achieve steady conditions, but the horizontal domain does not need to be substantial. The case has not generated much interest and only a few simulations of the neutral ABL have been simulated (e.g., Mason and Thompson, 1987, Andren et al, 1994).

As an example of the neutral case, let us consider the results of a LES, with a mesh of $16 \times 16 \times 80$ grid points, and the grid increments $\Delta x = \Delta y = 50 \text{ m}$, and $\Delta z = 40 \text{ m}$. The simulation was performed for 135,118.8 s (i.e., 25,000 time steps), with the geostrophic wind $G = 10 \text{ m/s}$, the Coriolis parameter $f = 0.0001 \text{ s}^{-1}$, and the roughness parameter $z_o = 0.01 \text{ m}$. The potential temperature was assumed constant in the entire domain. Therefore, there was no entrainment generated by wind. The resulting friction velocity was $u^* = \sqrt{\tau_o / \rho} = 0.3708 \text{ m s}^{-1}$ (where $\tau_o$ is the surface stress, and $\rho$ the air density. The Ekman height scale $L_E = \kappa u^*/f = 2832 \text{ m}$ (where $\kappa$ is the von Karman constant). The results of the simulation are depicted in Figures 16 and 17. The vertical axes in the figures are scaled by $L_E$.

Figure 16 shows the vertical profiles of the wind components, as well as the resulting wind hodograph. The cross-isobar angle of about $30^\circ$ is obtained. The velocity variances, depicted in Figure 17a, decrease with height. Figure 17b presents the total and subgrid contributions to the stress vector components.

3.3 Stable ABL

The stable ABL is usually observed at night over land, or over cold marine surfaces, when the heat flux is negative, and turbulence is generated mainly by wind shear. The stable case is difficult to simulate, because the grid spacing must be small (a few meters), and the simulation time long. Stronger cooling rates at the surface require a higher grid resolution. If a grid spacing is too coarse, a simulation can produce a spurious laminarization of the flow. There have been only a few reported stable ABL simulations (e.g., Mason and Derbyshire, 1990, Brown et al., 1994, Andren, 1996, Galmarini et al., 1998, Kosovich and Curry, 2000, Saiki et al, 2000, Beare et al, 2004, Beare and MacVean, 2004).

In stable conditions, turbulence is local and suppressed by stratification effects. Based on this premise, Nieuwstadt (1984) introduced the local similarity scaling in this case:
\[
U_*(z) = \left[ \frac{U(z)}{\rho} \right]^{1/2}
\]
for velocity

\[
\theta_*(z) = -\frac{H(z)}{U_*(z)}
\]
for temperature \((84)\)

\[
\Lambda_*(z) = -\frac{U_*^2(z)}{\kappa \beta \theta_*(z)}
\]
for height

where \(H(z)\), and \(\tau(z)/\rho\) are turbulent fluxes of heat and momentum. The above scales are analogous to the Monin-Obukhov scaling in the surface layer. As in the surface layer, it could be expected that statistical moments non-dimensionalized by local scales are constant (e.g., Sorbjan, 1986).

For \(z/h < 1\) it can be assumed that \(\tau/\rho(z) = u^*^2 (1 - z/h)\alpha_1\), and \(H(z) = H_0 (1 - z/h)\alpha_2\), where \(h\) is the depth of the stable layer, \(u^*\) is the friction velocity, \(H_0\) is the surface value of the heat flux, and \(\alpha_1\), \(\alpha_2\) are empirical parameters, which are case (radiative conditions) dependent. Once they are determined, all turbulent statistics of the flow may be predicted, assuming their proportionality to the local scales. For example, during the 1973 Minnesota experiment, it was found that \(\alpha_1 = 2\) and \(\alpha_2 = 3\) (Sorbjan, 1986). Nieuwstadt (1984) found \(\alpha_1 = 3/2\) and \(\alpha_2 = 1\) based on data collected from the Cobauw tower. Note that \(\alpha_2 = 1\) indicates quazi-stationary conditions with uniformly constant cooling of the ABL.

As an example of a stable ABL simulation, let us consider a run with a mesh of 64 x 64 x 64 points and with grid increments \(\Delta x = \Delta y = \Delta z = 6\) m. The initial potential temperature was equal to 265 K in the first 100-m layer, and decreases by 1K/100 m above it. The surface cooling, assumed as 0.25K/h, was applied for 9 hours. The geostrophic wind was \(G = 8 \text{ m/s}\), the Coriolis parameter \(f = 1.39 \times 10^{-4} \text{ s}^{-1}\), and the roughness parameter \(z_o = 0.1\) m. The resulting friction velocity is \(u_* = 0.29 \text{ m/s}\). The described setup is similar to the case, considered by Beare et al. (2004). The LES results, obtained after 1-hour averaging, are presented in Figures 18-21.

Figure 18 displays the profile of the potential temperature. During the simulation, the surface temperature decreases by about 2 degrees. This cooling rate decreases with height, and is nil at the level of about 250 m. As expected, the temperature profile has a negative curvature, except near the underlying surface and at the top the boundary layer.
Figure 18. The initial (dotted line) and final profiles of the potential temperature obtained from a LES of a stable ABL.

Figure 19. Vertical profiles of wind velocity and direction obtained from a LES simulation of a stable ABL.
Figure 20. Vertical profiles of the velocity variances obtained from a simulation of a stable ABL.
Vertical profiles of the wind velocity and the wind direction are shown in Figure 19. A super-geostrophic wind of about 9.5 m/s is present near the top of the ABL. It can be identified as "low-level jet-stream" – a typical phenomenon in stable conditions. The cross-isobar angle is about 40°.

The velocity variances are depicted in Figure 20. They decrease with height and arrive at zero values at about $z = 250$ m. A nearly linear profile of the heat flux in Figure 21a indicates that quazi-stationary conditions have been reached, with uniformly constant cooling of the ABL. The stress in Figure 21b can be described by $\alpha_l = 3/2$.

### 3.4 Cloud-Topped ABL

Cloudiness is the most characteristic feature of the Earth, when viewed from space. Satellite photographs often show intriguing cloudy patterns, which can be qualified as hexagonal cells with vertical axes, opened (no clouds in the center of each cell, only at the edges), or closed (clouds in the center of each cell, openings
at the edges), with diameters from a few to tens of kilometers (Figure 22), and also opened or closed horizontal roll vortices, with horizontal axes (Figure 1). Agee (1987) identified six types of the ABL events, which occur over both oceanic and continental surfaces. The specified types include "cold-air out-breaks", controlled by surface heating and moistening, "cloud-topped boundary layers", driven by radiative cooling and warming, as well as "continental circulations", affected by surface sensible and latent heat fluxes. The boundary layer clouds include stratus, stratocumulus, and shallow cumulus. By definition, their lifting condensation level is below the top of the mixed layer.

![Figure 22. Convective cells with vertical axes: opened (no clouds in the center of each cell, only at the edges), and closed (clouds in the center of each cell, openings at the edges), viewed from a space shuttle (NASA).](image)

Stratus and stratocumulus can collectively be called "stratiform clouds". They have some common microphysical characteristics, and formation mechanisms. A
favorable condition for their occurrence is a large-scale subsidence. Due to radiative and evaporative cooling, the depth of the capping interfacial layer is very thin, and the temperature jump in this layer is quite large. Fractional cloudiness of stratus and stratocumulus clouds is about 100%. The stratiform clouds form over both, continental and marine locations.

Cumulus clouds are formed by the local ascent of humid buoyant air parcels. They are frequently referred to as fair-weather cumulus, cumulus humilis, or non-precipitating cumulus clouds, and occur over all regions of lands, and ice-free global ocean, with high frequency in the tropics. Their fractional cloudiness reaches up to about 30%. Cumulus convection intensifies the vertical transport of heat, moisture, and momentum, and deepens the ABL. Cumuli clouds are important in the venting of air pollutants.

Examples of large-eddy simulations with stratiform and cumuliform clouds are presented below.

3.4.1 Stratiform-Clouds Topped ABL

Stratus and stratocumulus clouds have a strong impact on the dynamics of the ABL. Their presence introduces additional buoyancy sources and sinks, which are absent in the previously discussed convection cases. As a result, the cloud-topped ABL is more difficult to simulate than its cloud-free counterpart.

Physical processes in a cloud-topped boundary layer are schematically depicted in Figure 23. The sketch in the figure reminds a medieval clock, whose mechanism is propelled by a gravity force (such a 13th century clock is still operational in a cathedral church in Gdansk, Poland). The operation of the cloud-topped ABL is "somewhat" similar.

The main factor which drives downward motion and turbulence within the stratiform-topped ABL is longwave radiative cooling at the cloud top. Turbulence generates entrainment. Entrainment brings warm inversion air into the cloud. The warm air mixes with radiatively cooled cloud air. The mixed air is less heavy, which reduces the efficiency of radiative cooling in driving turbulence. Weaker turbulence reduces entrainment (negative feedback).

On the other hand, entrainment brings warm and dry air, which causes the mixed air to be unsaturated. The resulting evaporative cooling enhances turbulence and produces stronger entrainment (positive feedback). The evaporative cooling may lead to an instability process, in which parcels cool even more, sink, and break up a solid cloud deck.
Influence of solar radiation comes from the solar absorption inside the cloud layer. Solar heating is more uniformly distributed through the layer (see Figure 2). Near the cloud top, the solar heating can offset radiative cooling in generating turbulence. Inside the cloud, the solar heating can "burn" it. Together, these two effects can control a diurnal cycle of marine stratocumulus clouds, even though the ocean surface temperature remains the same. Thus, the clouds thin (or disappear) in the daytime, and thicken at night.

When the whole cloud layer is warmed by solar heating, the cloud layer may become warmer than the subcloud layer. The resulting formation of a thin stably stratified layer at the cloud base can "decouple" the cloud layer from the underlying surface, and cutoff the moisture supply from the surface into the cloud layer. In addition, cooling introduced by the evaporation of drizzle can cool the sub-cloud layer, and consequently further stabilize the interface between the cloud and its sub-cloud layer. This leads to a rapid thinning of the cloud layer during the daytime, and also has an important influence on the radiative balance at the Earth’s surface.
A multilayer structure of the cloud-topped ABL causes universal scaling not to exist for this case. However, the use of some form of mixed layer scaling can be at least partly successful (e.g., Nichols, 1989). The mixed layer scales are of the form:

\[ W^* = (\beta B_v z_c)^{1/3} \]  

for vertical velocity

\[ T_v^* = \frac{B_v}{W^*} \]  

for temperature

\[ q_T^* = \frac{Q_T}{W^*} \]  

for total water specific humidity

where \( B_v = 2.5/z_c \int_0^{z_c} H_v(z) \, dz \), \( Q_T \) is the total water specific humidity flux at the earth’s surface \( z_c \) is the top of the cloud layer, and \( \beta \) is the buoyancy parameter. Note that the above scales coincide with (72) in the cloud-free case (when \( H_H/H_o = -0.2 \) is assumed).

In order to further discuss the cloud-topped case, let us consider the results of a LES, with a mesh of 32 x 32 x 60 grid points, and the grid increments \( \Delta x = \Delta y = 60 \) m, and \( \Delta z = 30 \) m (a quite coarse resolution!). The simulation was performed for 15,136.7 s (i.e., 1200 total time steps) in shearless conditions. The initial mixed layer was 700 m deep, with a uniform potential temperature of 280 K. The interfacial layer was initially 100 m deep. The initial temperature gradient \( \gamma_i \) in the interfacial layer was equal to 0.06 K m\(^{-1}\). In the free-atmosphere, the temperature gradient was \( \Gamma = 0.004 \) K m\(^{-1}\). The surface turbulent heat flux \( H_o \) was assumed to be nil. The surface humidity flux \( Q_o \) was 0.00001. The results of the simulation are presented in Figures 24-29.

Figure 24a shows the vertical profiles of the liquid water potential temperature \( \Theta_L \) and the virtual potential temperature \( \Theta_v \). The specific humidity profiles, \( q_v \), \( q_L \), and \( q_T \), are depicted in Figure 24b. The liquid water potential temperature \( \Theta_L \), and the total specific humidity \( q_T \) are conserved in a moist adiabatic process. Therefore, these quantities are well-mixed within the ABL. The virtual potential temperature \( \Theta_v \) is not well mixed. The initial profiles of temperature and humidity are also shown in the figures. The liquid water potential temperature slightly decreases with time, as a result of radiative cooling. The total mixing ratio slightly decreases with time due to the growth of the mixed layer.
Figure 24. Vertical profiles of: (a) liquid water potential temperature $\Theta_L$, virtual potential temperature $\Theta_v$, (b) specific humidity $q_v$, liquid water specific humidity $q_L$, and total water specific humidity $q_T$, obtained in a simulation of a stratocumulus-topped ABL. Initial temperature and humidity profiles are marked by dotted lines.
The vertical profiles of the liquid water potential temperature flux $H_L$, the radiative flux $F$, and their sum $R = H_L + F$ are depicted in Figure 25. Note that integrating the equation for the horizontally averaged liquid water potential temperature $\partial \Theta_L/\partial t = - \partial R/\partial z$, yields:

$$ R(z) = R(0) - \int_0^z \frac{\partial Q_L}{\partial t} \, dz $$  \hspace{8cm} (86) 

As mentioned above, $\partial \Theta_L/\partial t = \text{const} < 0$ in the initial mixed layer. As a result, the flux $R$ in Figure 25 is approximately a linear and increasing function of height. Near the top of the mixed layer, $\partial \Theta_L/\partial t < 0$, and $R$ increases non-linearly, until it reaches its value $R_i$ at the top of the cloud layer. The resulting turbulent heat flux $H_L$ is the difference between the total flux $R$ and the radiative flux $F$. In the lower part of the mixed layer, $F = 0$, and $H_L = R$. At the top of the cloud layer, $H_L$ rapidly decreases with height, and reaches its negative minimum.

![Figure 25. Liquid water potential temperature flux $H_L$, net radiative flux $F$, and their sum $R = H_L + F$, obtained in a simulation of a stratocumulus-topped ABL.](image)

Analogous arguments can be applied to the total water specific humidity flux in Figure 26. Its equation: $\partial q_T/\partial t = - \partial Q_T/\partial z$ indicates that because $\partial q_T/\partial t < 0$, then the turbulent flux $Q(z)$ is an increasing function of height in the mixed layer. Above the mixed layer, $\partial q_T/\partial t > 0$, and the turbulent flux $Q(z)$ decreases to zero.
Figure 26. Total water specific humidity flux, obtained in a simulation of a stratocumulus-topped ABL. The subgrid flux is indicated by the dotted line.

Figure 27. Variance of the liquid water potential temperature from LES of a stratocumulus-topped ABL.

The vertical profile of the liquid water potential temperature variance $\sigma_{\theta L}^2$ is shown in Figure 27. The variance is nearly zero in the mixed layer and in the free
atmosphere. At the top of the cloud layer the variances has a sharp peak. The total water specific humidity variance $\sigma_{qT}^2$ (not shown) has a very similar profile.

Profiles of the velocity variances are presented in Figure 28. Their vertical distribution is somewhat similar to the free-convective case in Figure 8, even though the mechanisms triggering convection in both cases are different. As mentioned before, in the free-convection case, convection is generated by the heating of the underlying surface, while in the cloud-capped case, it is generated by radiative cooling. The horizontal variances $\sigma_u^2$ and $\sigma_v^2$ in Figure 28 sharply decrease with height in the surface layer, and are nearly constant in the mixed layer. The vertical velocity variance $\sigma_w^2$ has a maximum in the mixed layer. The maximum is located higher than in the clear-sky case in Figure 8.

![Figure 28. Vertical profiles of the velocity variances from a simulation of a stratocumulus-topped ABL.](image)

The vertical velocity skewness $S_w$ is shown in Figure 29. The values of $S_w$ are negative near the surface, and positive in the cloud layer. The negative skewness below the cloud base is due to stronger narrow downdrafts surrounded by larger areas of weaker updrafts. On the other hand, a positive skewness in the cloud layer indicates stronger narrow updrafts surrounded by larger areas of weaker downdrafts. It also implies that downdrafts cover more than half the area of the horizontal plane.
Further analysis indicates that in the lower part of the cloud layer and in the sub-cloud layer, the liquid water potential temperature $\Theta_L$ in updrafts is slightly higher than in the vicinity. On the other hand, $\Theta_L$ in downdrafts is slightly lower. This picture is different at the top of the cloud layer, where turbulence generates entrainment. Entrainment brings warm and dry inversion air into the cloud. This air mixes with radiatively cooled cloud air. As a result, $\Theta_L$ in the sinking air is slightly higher than its vicinity, and the rising air is slightly lower.

![Figure 29. The vertical velocity skewness from a simulation of a stratocumulus-topped ABL.](image)

### 3.4.2 Cumulus-Topped ABL

The structure of the cumulus-capped convective boundary layer is controlled by various processes, including subsidence, latent heat, radiative cooling, temperature advection, and surface warming. Due to subsidence warm and dry air is being brought down in the free atmosphere. By entrainment of this air, the ABL gets warmer and drier. Advective cooling and moistening intensifies this process. The drying causes evaporation and upward flux of moisture from the surface. The latent heat, released during the formation of clouds, enhances the buoyancy of updrafts and the production of turbulence in clouds. Presence of clouds modifies the radiative fluxes.

The cumulus convection often takes on the form of open cells and rolls. The cell patterns are clearly visible in Figure 1. The roll structures can be seen in Figure 30 as cloud streets. As mentioned in Section 3.1, wind shear is the main factor
responsible for the appearance of these coherent structures in convective conditions. Animations of the cumulus-topped ABL can be found at the web site: http://www.knmi.nl/~siebesma/gcss/animations/3D.html.

Let us consider the results of two cumulus simulations. The first simulation was performed under windless conditions, and hereafter will be referred to as F – free convection. The second one characterizes convection with the presence of wind, and hereafter will be referred to as S – sheared convection. In both simulations, a mesh of 32 x 32 x 75 grid points was employed. The grid increments were $\Delta x = \Delta y = 50$ m, $\Delta z = 40$ m in the first run, and $\Delta x = \Delta y = 100$ m, $\Delta z = 40$ m in the second one.

![Figure 30. Convective rolls marked by cumulus clouds (NASA).](image)

The initial mixed layer was 520 m deep, with a uniform potential temperature of 298.5 K. Initially, no clouds were present. Therefore, the initial liquid water potential temperature and the potential temperature were equal. Above the mixed layer, the temperature gradient was 3.85 K/km up to 1480 m, then 11.15 K/km up to 2000 m, and 3.65 K/km above. Initially, the specific humidity at the surface
was 0.017. It decreased with height to 0.0163 at the level of 520 m, again to 0.0107 at 1480 m, then went further down to 0.0042 at 2000 m. Finally, it decreased to zero at the top of the vertical domain.

Figure 31. Vertical profiles of the liquid water potential temperature $\Theta_L$, the virtual potential temperature $\Theta_v$, and the wind velocity (in run S), obtained from large-eddy simulations of shearless and sheared cumulus convection. Note that the same temperature profiles were obtained in both simulations. The geostrophic wind is marked by a dotted line.
Figure 32. Vertical profiles of the total water specific humidity $q_T$ (the same in both runs), the liquid water specific humidity $q_L$, obtained from large-eddy simulations of shearless and sheared (marked by squares) cumulus convection.

The LES was initialized assuming the surface heat flux $H_o$ equal to 0.008 K m s$^{-1}$, and the humidity flux $Q_o = 0.000052$. In run $S$, the geostrophic wind was -10 m/s at the surface, and its $u$-component increased linearly with height by a rate of 0.0018 s$^{-1}$ (negative shear case, Sorbjan 2004 a). The roughness parameter was $z_o = 0.012$ m, the Coriolis parameter $f = 0.0000376$ s$^{-1}$. The absorber at the top of the domain was 10 grid points deep, and the relaxation constant $r_o = 0.01$ s$^{-1}$.

A large-scale subsidence (applied to $q_T$, $\Theta_L$, $u$, and $v$) was assumed to decrease linearly with height from zero at the surface to -0.0065 m/s at $z = 1500$ m, and then linearly decrease to zero at 2100 m. The prescribed radiative cooling was $-2.315 \times 10^{-5}$ K/s below 1500 m, and then it decreased linearly to zero at $z = 2500$ m, and remained zero above. The advective drying of $q_T$ was $-1.2 \times 10^{-8}$ s$^{-1}$ in the first 300 m above the surface, it decreased to zero at 500 m, and stayed nil above. The simulation time was 21,608 s in run $F$, and 22,591 s in run $S$ (i.e., 3000 total time steps). Statistics were obtained during the last 1000 time steps. The described setup is similar to the BOMEX case, considered by Siebesma et al (2002).

The resulting profiles of temperature in both cases, and wind velocity in run $S$, are shown in Figure 31. The simulation conditions were defined in such a way that the radiative cooling approximately balanced the vertical gradient of the heat flux. As a result, the potential temperature does not change much during both simulations. The virtual potential temperature in the mixed layer is larger than the potential temperature, due to the presence of water vapor. There is clearly a two-layer structure of convection in both presented cases. The lower layer (mixed layer) is governed by the surface heat flux generated convection. The temperature and wind velocity profiles in the mixed layer are similar to those described in Section 3.1. The mixed layer values are nearly constant with height, and sharply increase above 500 m.

Vertical profiles of the total water specific humidity $q_T$, and the liquid water specific humidity $q_L$ are shown in Figure 32. The initial conditions were defined in such a way that the advective drying approximately balanced the moistening by the surface flux. Consequently, the total water specific humidity changes little during the simulations. The cloud layer is defined by the liquid water specific humidity, and is confined approximately between 500 m and 1750 m. The total water specific humidity $q_T$ is nearly constant with height in the mixed layer, and sharply decreases above 500 m.

Profiles of the buoyancy flux $\beta H_v$, and the liquid water potential temperature flux $H_L$ are depicted in Figures 33a, b. The buoyancy flux in Figures 33a decreases linearly up to the cloud base, where it reaches a negative peak of about 20% of the
surface flux. This indicates that the entrainment processes in the subcloud mixed layer are similar to those described in Section 3.1. In the cloud layer, there is a positive buoyancy flux due to positive buoyant updrafts in the cloud layer.

The liquid water potential temperature flux $H_L$ in Figure 33b linearly decreases to a minimum value in the cloud layer. Above this level, $H_L$ rapidly decreases to zero.

![Figure 33a](image1.png)  
(a)  

![Figure 33b](image2.png)  
(b)  

Figure 33. Vertical profiles of: (a) the buoyancy flux, and (b) the flux of the liquid water potential temperature, obtained from large-eddy simulations
of shearless and sheared (marked by squares) cumulus convection. Subgrid fluxes are indicated by dotted lines.

In order to understand this behavior, it is useful to inspect Equation (54), together with Figure 34 (which shows the total water specific humidity flux $Q_T$). Consequently, it can be concluded that in the cloud layer, the flux $H_L$ is dominated by a negative flux $Q_T$. The total water specific humidity flux $Q_T$ in Figure 34 is nearly constant with height in the mixed layer in run F. It slightly decreases with height in run S. This is due to the fact that the total water specific humidity is nearly constant in time. The total water specific humidity fluxes $Q_T$ reach their peaks in the cloud layer, and decrease to zero at its top.

Further analysis indicates that the temperature excesses $\Theta'_{L}$ in updrafts (not shown) are positive in the lower half of the subcloud mixed layer, and negative above. In downdrafts, the temperature excesses $\Theta'_{L}$ are negative in the lower half of the subcloud mixed layer, and positive above. As a result, the flux of the liquid water potential temperature in Figure 33b is negative above 250 m level.

The vertical velocities in updrafts are positive and relatively larger, while the vertical velocities in downdrafts are negative and relatively smaller. Consequently, the area covered by updrafts must be smaller than the area covered by downdraft. The resulting vertical velocity skewness (not shown) is positive. It increases from zero at the earth's surface to about 2.5-3 in the cloud layer, and decreases to zero above it.
Figure 35. Vertical profiles of: (a) the variance of the liquid water potential temperature, (the subgrid contributions are marked by dotted lines), and (b) the wind velocity variances, obtained from large-eddy simulations of shearless and sheared (marked by squares) cumulus convection.

Variances of the liquid water potential temperature $\sigma_{\theta L}^2$ and the wind velocity components $\sigma_u^2, \sigma_v^2, \sigma_w^2$ are presented in Figure 35. The figure indicates a two-
layer structure of the cloud-topped ABL in both runs. In the subcloud mixed layer, the temperature and velocity variances are very similar to their counterparts in the cloud-free convective mixed layer, described in Section 3.1. The temperature variance sharply increases with height at the top of the 500-m mixed layer. It continues increasing above the mixed layer, and has a peak near the top of the cloud layer. The vertical velocity $\sigma_w^2$ has one peak in the mixed layer (like in the cloud-free case), and a second peak in the cloud layer.

4 Final Remarks

The test large-eddy simulations, presented in this Chapter, were performed for the sake of demonstration of the LES technique, using some arbitrarily governing parameters. For this reason they have not been compared with available atmospheric observations. Comparison of LES with atmospheric data constitutes an independent subject, which is out of the scope of this Chapter. To obtain more information on this issue, the reader is referred to the following sources: Schumann and Moeng (1991), Nieuwstadt et al (1992), Cuijpers and Duynkerke (1993), Shen and Moeng (1993), Khairoutdinov and Kogan (1999), Kosovic and Curry (1999), and Neggers et al. (2002).

As demonstrated above, the main benefit of using the LES approach is in its ability to generate various flow regimes, test theories, evaluate, refine, and develop parameterizations of the ABL. Within LES it is quite easy to isolate a particular physical process of interest to study its structure, dynamics, and impact on the ABL. Large-eddy simulations allow to visualize the 3D spatial and temporal evolution of turbulence. All these advantages have led to several important breakthroughs, which have changed views on the ABL turbulence and diffusion. In this respect, one could mention about the development of convective scaling, discovery of the mixed-layer entrainment processes, analysis of cloud-topped convection, and understanding of convective diffusion.

Inter-comparisons initiated in the early 1990s, have provided confidence that LES is generally a useful source of information on the ABL. Such inter-comparisons included cellular, shearless convection [Nieuwstadt et al. (1992)], stratocumulus convection based on FIRE case of July 7, 1987 [Moeng, et al., 1996, Bechtold et al., 1996], smoke-topped convection [Bretherton et al, 1999], the drizzling stratocumulus convection, based on ASTEX (Lagrangian-1) case [Duynkerke (1997)], cumulus sheared convection, based on ATEX data [Stevens et al., (2001), and on BOMEX data [Siebesma et al (2003)], the cumulus diurnal transition [Brown et al, 2002, ARM data], and a stable boundary layer [Beare et al, 2004].

In spite of increasing reliance on LES as a research tool, there is still considerable uncertainty concerning the fidelity of large-eddy simulations. Several LES studies have shown substantial variations in predictions of some important statistics. For example, in the smoke cloud case, entrainment rates differed by up to a factor of
two (Bretherton, et al. 1999). In simulations of trade-wind cumuli, the stratiform cloud fraction and the variance of total-water mixing ratio were found to be highly sensitive to the choice of numerics, resolution, and subgrid parameterization (Stevens et al., 2001).
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